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Preface stroe2025

The 15t International Conference on Sciences and Techniques for Renewable Energy and the
Environment (STR2E 2025), which was held from May 6 to 8, 2025, at the Faculty of
Sciences and Techniques of Al Hoceima, Morocco.

STR2E 2025 was jointly organized by the Chemistry, Computer Science and Artificial
Intelligence Research Team (ERCI2A) of Abdelmalek Essaadi University,
Tetouan, Morocco, and the Moroccan Association of Sciences and Techniques for
Sustainable Development (MASTSD), based in Beni Mellal, Morocco), in collaboration
with Higher School of Technology, Beni Mellal, Morocco, the Journal of “Solar Energy
and Sustainable Development”, and the Libyan Center for Research and Studies
in Solar Energy

This special issue brings together very interesting articles related to recent scientific and
technological advances in the fields of renewable energy and environmental sustainability,
offering a multidisciplinary platform for exchanging ideas, by highlighting cutting-edge
research cuts, and fostering collaborations aimed at developing innovative and sustainable
solutions to current urgent energy and environmental challenges.

The aim of this Special Issue is to promote and publish recent studies on renewable
energy and environmental sustainability. The scope of this Special Issue includes (but is
not limited to) the following topics:

Topics:

T1: Advanced Technologies for the Electrochemical Production of Hydrogen and Protection
Of The Environment.

T2: Photovoltaic, Grid, Solar Energy Materials And Wind Energy For Green Hydrogen T2:
Energy, Smart Materials And Smart Cities.

T3: Green Chemistry Technology; Integration Of Renewable Energy In The Chemical
Production.

T4: Internet Of Things, Artificial Intelligence (IoT & AI) And Robotics In Energy.

T5: Theoretical And Computational Chemistry For The Renewable Energy And Protection Of
Environment T6: Embedded System In Energy T7: Sustainable Agricultural Systems and
Technology.

T8: White hydrogen: sustainable energy from the depths of the earth T9: Biomass and
Geothermal Energy Engineering.
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The 1st International Conference on This study explores the structural, electrical,

Sciences and Techniques for Renewable ) ) ) )
Energy and the Environment. and thermoelectric properties of crystalline beryllium
(STR2E 2025) hydrides BeXH; (X = Al, Ga, In) using the generalized
May 6-8, 2025 at FST-Al Hoceima- gradient approximation (GGA) within the framework
Morocco. of density functional theory (DFT). The analysis is
KEYWORDS performed using the BoltzTrap package, integrated
DFT; BeAlHs, BeGaHs, with the Wien2k code, and the Murnaghan equation
and BelnHs; Gravimetric; of state to determine total energy and atomic volume
Hydrogen; Thermal. while providing detailed information on band structure

and electronic densities of states.

Key thermoelectric properties, including power factor (PF), figure of merit (Zt), thermal
conductivity (k), and electrical conductivity (o), were investigated over a temperature range from
300 to 900 K. The results show that BeGaH3 exhibits the best thermoelectric performance over
the entire temperature range, with a maximum electrical conductivity of 3.5x10*° (.s) at 900 K.
In contrast, BeAIH3 and BeInH3 show interesting thermoelectric behaviors with an increase in
efficiency at higher temperatures. Thermal conductivity increases with temperature, influenced
by electron vibrations, while Zt and PF factors show material-specific variations, highlighting the

optimization potential of these compounds for thermoelectric devices.
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1. INTRODUCTION

Hydrogen is one of the most abundant elements on Earth [1] and possesses unique properties
that make it particularly interesting in the energy field. Compared with traditional fossil fuels,
hydrogen releases far more heat when it reacts with oxygen [2, 3, 4]. The gas is considered a clean
and sustainable energy source, as it is carbon-free, meaning it emits no CO, during combustion
[5, 6]. This makes it a promising alternative for environmentally friendly energy solutions [7,
8, 9]. Hydrogen’s applications are vast, ranging from fuel cells, employed in vehicles and some
power plants, to internal combustion engines, notably in hybrid cars [10]. However, to enable
wider adoption of hydrogen, two major challenges remain mass production and storage [11, 12,
13]. Current methods, such as steam methane reforming or electrolysis fueled by non-renewable
sources, are proving costly and pose environmental problems [14, 15, 16]. Hydrogen storage
also represents a technical challenge, due to its low energy density per unit volume [17, 18, 19].
This calls for specific solutions, such as storage in the form of chemical compounds, at very low
temperatures or under high pressure, which entails risks in terms of safety and technological
feasibility [20, 21, 22]. To make hydrogen accessible in a safe, economical, and efficient way,
advances in production and storage technologies are crucial [23, 24]. With alternative energy
sources such as hydrogen, wind, nuclear, and solar power, it becomes possible to mitigate the
negative effects associated with fossil fuels and reduce our dependence on them [13, 25, 26].

This scientific discussion aims to highlight the growing importance of perovskite-type hydrides,
emphasizing their unique properties and crucial role in the search for new materials for energy
storage [27]. The crystalline structure of perovskite, with its ABH3 composition, is renowned
for its malleability and modification potential, making it an ideal material for a variety of
applications [28, 29]. In particular, perovskite hydrides show great promise as high-capacity
hydrogen storage materials [30]. Thanks to the hydride ions embedded in their lattice, these
materials enable reversible absorption and release of hydrogen, a valuable feature for meeting
storage challenges in clean energy technologies [31, 32]. Interactions between hydride ions and
the intrinsic structure of perovskites pave the way for advanced energy conversion technologies,

2 Solar Energy and Sustainable Development, Special Issue (STR2E), May 2025.
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including catalytic functions that could enhance electrochemical and photoelectrochemical
processes [33, 34]. A study of perovskite hydrides, including MgCrH; and MgFeH, revealed that
MgFeH; is a very promising candidate due to its balance between conductivity, storage capacity,
and stability [35]. Storage capacity is decreased when transition metal dopants are added, even
though this speeds up processes and lowers desorption temperatures [36]. Density functional
theory (DFT)-based methods are crucial for optimizing these materials because they allow
for the prediction of structural and optoelectronic properties [37, 38]. Researchers can predict
important characteristics, including thermal and electrical conductivity, Seebeck coefficient, and
thermoelectric figure of merit by using DFT to simulate perovskites at the atomic scale [39]. New
opportunities for thermal energy conversion and the creation of more efficient and sustainable
energy technologies are made feasible by these developments, which enable the design of
materials with the best thermoelectric qualities. In this work on the electronic gravimetric and
thermoelectric properties of beryllium hydrides BeXH; (X = Al, Ga, and In) based on DFT,
we use the generalized gradient approximation (GGA) integrated into the BoltzTrap program.
This approach enables us to model atomic interactions and assess the ability of these materials
to convert thermal energy into electrical energy. The following sections describe in detail the
computational techniques deployed, present the data obtained, and discuss conclusions regarding
the thermoelectric performance of beryllium hydrides as a function of temperature. This work
thus contributes to our understanding of the potential of thermoelectric materials and their
optimization for advanced energy applications. BeXH; compounds, particularly those with Al,
Ga, and In, are of interest for a variety of applications. For instance, these hydrides could have
potential uses in hydrogen storage, catalysis, or even in the development of novel materials for
energy-related technologies. Their properties may also be relevant in the development of new
types of batteries, sensors, and other electronic devices, owing to their lightweight nature and
possible stability in specific conditions.

2. CALCULATION METHOD

This study utilizes theoretical calculations to evaluate the hydrogen storage capabilities and other
properties of BeXH; (X = Al, Ga, and In) using the GGA, within the framework of DFT [40,
41], which elucidates the exchange and correlation potentials in these calculations. To do this,
we use the BoltzTrap package implemented in the Wien2k code [42, 43]. Birch Murnaghan’s
equation of state is used for structural optimization [44]. During the self-consistent field (SCF),
the convergence of total energy and charge was set at 0.0001 (Ry) and 0.001 (e). Using octahedral
integration, a 1000 k-point mesh is used to sample the Brillouin zone in detail.

The Murnaghan-equation of state was used to obtain the ground state volume (V,), mass modulus
(Bo), and their derivatives (By) during optimization. Also, the Murnaghan-equation is used to
calculate the pressure-dependent volume. To achieve network constants, the bulk modulus
(By), pressure derivative (By), and structural parameters were optimized over the volume of
the unit cell, with the compressibility modulus (B) as a measure of a materials resistance to
uniform compression, expressed in terms of change in volume under pressure. It is often used
to characterize materials in terms of their ability to resist changes in volume under pressure. The
mass modulus (By), on the other hand, is a term sometimes used in specific models to describe
a relationship between mechanical properties and material density, although it is conceptually
similar to the compressibility modulus. The pressure derivative (B’) refers to the variation of
the compressibility modulus as a function of pressure, providing a measure of the material’s
sensitivity to increasing pressure. This parameter is crucial to understanding how materials react
under different pressure conditions and is commonly used in studies of high-pressure material
properties.

Solar Energy and Sustainable Development, Special Issue (STR2E), May 2025. 3
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The postulated equilibrium lattice constants are obtained by fitting the total energy as a function
of the normalized volume to the Murnaghan equation of state (EOS). The equilibrium lattice
parameters (a0) that we estimated reasonably agree with the experimental ones. Figure 1 shows the
volumes extracted as a function of the expected energy using the Birch-Murnaghan depression.

1-B,
B BV, 14
E=E +=2(V-V,)-—20 || | -1 1

¢ B,,( 0) B,(1-B)) [VJ (1)

Where E  is taken as the minimum energy, which is the ground state energy corresponding to the
volume V  of the unit cell.

-518.4200 -11799.2030

Murmaghan: VOB(GPa) BRED  + 210 i ) " Mumaghan: VO B(GPa) BPEO” " Mimaghan: VO,(GPa) BPED -
2981817616268 1241 S164281%4 25,0047 35 54 32 070810388 | 25152 SRR NI TI6109 —
-518.4210 39209720 / -11799.2100
5184220
33209730 A} | /
/
5184230 \ /
- o gL\ o)\ /
> Fo) \ ol \
& 5184240 [ \ / g \ /
B 5 20750 \ / 3 o A /
g 5184250 s \ / g \
‘“ Y 39209760 / Y 117992140 /
5184260
3920, 117992150 \ /
siiamn 39209770
\ / /
5184280 39209760 A~ 117892160 N
5184290 N - ‘ . 38208790 17892170 |
70 B0 20 W0 a0 30 30 30 %0 30 30 320 30 340 30 k0 30 B 3 00 40 40 40 H0 450 460 AN
Volume [a.u3) Volume [au?) Volume [au?)
a) b) <)

Figure 1. Variation of total energy as a function of volume for: a) BeAlHs; b) BeGaHs ; and ¢) BeInHs.

3. RESULTS AND DISCUSSION

3.1. Structural properties

The central element of the BeXH; hydride perovskite structure (X = Al, Ga, and In) is based on a
precise arrangement of atoms: beryllium (Be) atoms are placed at the corners (0, 0, 0) of the cube,
while three hydrogen atoms occupy octahedral positions located at the face centers (0, 1/2, 1/2),
(1/2,0, 1/2) and (1/2, 1/2, 0). The X atoms (Al, Ga, and In) are located at the heart of the center
(1/2,1/2, 1/2) [45].

The lattice parameters for BeXH; (see Table 1) confirm the accuracy of our computations and the
reliability of the obtained data. This structure corresponds to a face-centered cubic (fcc) lattice
with a space group of Pm3m (No. 221).

Figure 2 depicts this arrangement, which is exactly in line with the structures reported in earlier
research. Thus, it offers a strong foundation for analyzing this intriguing class of materials.

Table 1. Lattice parameters of BeXH.

Element Lattice parameter

BeAlH; a =b =c,=3.5353 A (This work) 3.57 A [45]
BeGaH; a=b =c =3.6522 A (This work) 3.66 A [45]
BelnH; a =b =c=3.9708 A (This work) 3.99 A  [45]

Solar Energy and Sustainable Development, Special Issue (STR2E), May 2025.
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Figure 2. Structure of BeXH; (X = Al, Ga, and In).
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Figure 3(a) illustrates a key observation: the gravimetric values and enthalpy of formation
(AHformasion) of the compounds studied decrease systematically with increasing atomic number
of the central element (Al, Ga, In), this decrease in gravimetric values means that, as the central
atom becomes heavier, the mass proportion of hydrogen in the compound decreases, directly
affecting the energy density of the material. Furthermore, the decrease in AHjormasion indicates that
the thermodynamic stability of compounds is lower for elements with a higher atomic number,
an effect attributable to differences in size and nuclear charge between atoms [46, 47]. Aluminum
(Al, atomic number 13) has a gravimetric value of 0.077 and a AHfmarion Of -518.42829 Ry,
showing good energy density and stability among the three compounds. The element Ga atomic
number 31 has a gravimetric value of 0.036 and a AHjrmation Of -3920.9782 Ry. Conversely, indium
(In, atomic number 49) displays a gravimetric value of 0.023 and a AHjpmmation 0of -11799.2161
Ry, signifying lower energy density and stability, making it “softer” than the other compounds.
These trends can be partly explained by quantum phenomena such as the electron-shielding
effect, which reduces the effective attraction of the nucleus to valence electrons in larger atoms
(48, 49, 50]. As a result, bonds are weaker, and less energy is required to form compounds of
heavier elements, resulting in a lower enthalpy of formation. This interpretation of the AHprmation
and gravimetric values suggests that, of the BeXH; compounds, BeInH; has the least dense and
most malleable structure, while BeAlH; remains the most stable and dense. Finally, as shown
in Figure 3(b), a correlation can be deduced between the atomic number and the physical and
chemical properties of these hydrides. The higher the atomic number, the greater the atomic
volume, which directly influences the material’s stability and gravimetric density.

3.2. Electronic properties

In our study, we used the GGA to analyze the electrical characteristics of BeXH; perovskite-type
hydrides (X = Al, Ga, and In). The results obtained, shown in Figure 4, clearly demonstrate the
metallic behavior of these compounds. The crossing of valence band maxima and conduction
band minima over the fixed Fermi level (EF) at 0 eV indicates this intermetallic property. This
crossover suggests that these materials are very conductive due to their non-zero density of
electronic states at the EF.

Total density of states (TDOS) and Partial density of states (PDOS) analysis (see Figure 5) explores
the individual contribution of each atom type to the overall electronic properties of the compound.
Hydrogen s-states (H), X p-states (Al, Ga, and In), and Be s-states play a notable role around the
Fermi level, each making significant contributions to the material’s conductivity. However, it is
the d states of the X atom (Al, Ga, and In) that dominate the valence band in the energy range
between -12 and -6 eV, reflecting a major influence of these elements on the electronic stability
of the material. This complex interaction between the electronic states p of X, s of Be, and s of
H creates hybridization around the EF, a distinctive feature of metals, which explains their high
conductivity. It is also relevant to note that this metallic conductivity confers on perovskite-type
hydrides a hydrogen storage capacity superior to that of non-metallic compounds. Indeed, high
conductivity facilitates charge transfer during hydrogen absorption and release processes, which
is crucial for optimizing hydrogen storage reversibility. Furthermore, owing to their unique
electronic structure, metals provide favorable adsorption sites for hydrogen molecules, thereby
enhancing their storage capacity [51].

As a result, BeXH; perovskite-type hydrides seem to be viable options for storing hydrogen.
Their electronic structure ensures high conductivity and favorable interaction with hydrogen
molecules, essential qualities for storage technologies. It should also be noted that the subtle
differences in electronic structure between the compounds BeAlH;, BeGaH;, and BelnH3, due
to the specific properties of the elements Al, Ga, and In, could enable fine-tuning of storage
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properties, offering additional flexibility in the development of materials optimized for industrial
applications [52]. This possibility paves the way for further research into the manipulation of
electronic characteristics to further improve hydrogen storage efficiency in perovskites.
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3.3. Thermoelectrical Properties

The behavior of electron transport properties is closely linked to the structure of the electron
band, calculated here by applying the semi-classical Boltzmann transport theory and the rigid
band model, implemented in BoltzTrap software. Since thermal dissipation is a frequent loss in
energy-intensive processes, materials such as BeXH; (where X = Al, Ga, and In) are of crucial
importance in renewable energy devices [53].

The efficiency of thermoelectric devices depends on the ratio between electrical and thermal
conductivity, making this a key parameter to optimize [53]. BeXH; compounds (X = Al, Ga, and
In) are of particular interest for their thermoelectric properties, and their electrical conductivity
(0), thermal conductivity (k), figure of merit (Zt) and power factor (PF) have been studied
for temperatures ranging from 300 K to 900 K. Although the electrical conductivity of BeXH;
perovskite, expressed as the flux of free charge carriers, is a fundamental element, it has been little
explored in the literature to date. As with most materials, factors such as chemical composition,
crystal structure, and impurities significantly influence this conductivity.
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The measurements shown in Figure 6(a) demonstrate the evolution of electrical conductivity
with temperature: it increases between 300 and 500 K before gradually decreasing from 500 to
900 K. For BeGaHs, conductivity reaches a maximum of 3.5x10% (1/€2.m.s) at 900 K, while for
BeAlH; and BelnHs it drops to 2x10%° (1/€2.m.s) and 7.5x10% (1/€2.m.s) respectively under the
same conditions. Furthermore, temperature and pressure conditions during the evaluation of
BeXH; (X = Al, Ga, In) also significantly influence the electronic characteristics and, by extension,
the electrical conductivity of these materials. These data highlight the importance of physical
properties engineering to improve material performance in thermoelectric applications.
Thermal conductivity, which governs heat transfer in a material, shows a linear increase with
temperature in the absence of significant variations. Thermal conductivity values (k) for BeXH;
compounds (X = Al, Ga, and In) are shown in Figure 6(b): they increase progressively with
temperature, reaching 14x10" W/(K.m.s), 7x10"> W/(K.m.s), and 3x10"> W/(K.m.s) respectively
for BeAlHs, BeGaHs, and BelnH; at 900 K. This increase in thermal conductivity is mainly due to
vibrations of free electrons within the compounds, which intensify with increasing temperature.
Thus, it can be concluded that temperature increase amplifies molecular vibrations in BeXH;
structures (X = Al, Ga, and In), contributing substantially to the thermal conductivity of these
materials. The Seebeck coefficient, thermal conductivity, and electrical resistivity all contribute to
the dimensionless merit factor (Zt), which thermoelectric materials use to generate energy from
temperature gradients [53]. The merit factor (Zt) is explained by the equation that follows:

ZO'SZT (2)

K
where o is the electrical conductivity, T is the temperature, S is the Seebeck coefficient, and « is
the thermal conductivity [54]. A high Zt value indicates effective thermoelectric performance in
a material with low thermal conductivity, high electrical conductivity, and a significant Seebeck
coefficient. The Merit factor (Zt), illustrated in Figure 6(c), shows a distinct variation for each
BeXH; compound (X = Al, Ga, and In) as a function of temperature. For BeAlHs, Zt initially
decreases between 300-600 K, then increases from 600 to 900 K with increasing temperature. For
BeGaHs, on the other hand, Zt rises steadily over the entire temperature range. For BeInHs, Zt
falls slightly between 300 and 400 K before rising steadily from 400 to 900 K. At 900 K, maximum
Zt values reach 2.5x107%, 35x10%, and 19.8x10? for BeAlH;, BeGaHs, and BelnHj, respectively.
These variations in merit factors highlight the specific thermal responses of each material and
their potential for optimization in thermoelectric applications.

The material efficiency in thermoelectric devices is measured by the power factor, which is
derived from electrical conductivity and the Seebeck coefficient [53]. For the production of
energy, high power factor materials are desired, especially those with a power factor larger than
unity, especially in the high-temperature thermoelectric sectors. The following formula explains
the PF:

Zt

Power factor( PF ) =S’ (3 )

The power factor (PF), as shown in Figure 6(d), varies differently for each BeXH; compound (X
= Al, Ga, and In) as a function of temperature. For BeAlH3;, the power factor first decreases from
300 to 600 K, then increases from 600 to 900 K with rising temperature. For BeGaHj3, on the other
hand, the power factor rises continuously over the entire temperature range. For BeInHj, the
power factor decreases slightly between 300 and 400 K, before resuming an increasing trend from
400 to 900 K. Around 900 K, maximum power factor values reach 2.5x10"° W/(K2.m.s), 27x10"
W/(K2.m.s), and 7x10'"° W/(K*.m.s) for BeAlHs, BeGaH3, and BelnHs, respectively. These trends
reveal specific variations in each material’s response to thermal conditions, highlighting their
distinct potential for optimization in thermoelectric applications where a high-power factor is
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essential. The ability to control and optimize temperature gradients could help maintain the ideal

conditions for hydrogen storage, potentially enhancing the performance and efficiency of storage
systems. This synergy between thermoelectric properties and hydrogen storage could contribute

to more sustainable, energy-efficient solutions for hydrogen-based energy systems.
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Figure 6. Thermoelectric Properties of BeXH; (X = Al, Ga, and In).

To evaluate the thermoelectric performance of BeXH; (X = Al, Ga, In), we compared its properties
with those of well-known candidates such as MgFeH; and MgCrH; [35]. Our findings reveal
that BeGaHj; exhibits significantly superior performance. At 900 K, BeGaH; shows an electrical
conductivity of 3.5x10% (1/€2.m.s), which is considerably higher than that of MgFeH; 7.75x10"°
(1/Q2.m.s) and MgCrH; 7.74x10" (1/Q2.m.s). Additionally, the figure of merit (Zt) for BeGaH,
reaches 0.35, outperforming MgFeH; (0.09) and MgCrH; 0.27 at 300 K. This enhancement is
attributed to the unique combination of its high electrical conductivity, moderate thermal
conductivity, and a power factor of 27x10'® W/(K?.m.s). These results underline the potential of
BeGaHj3 as a highly efficient thermoelectric material and hydrogen storage candidate, surpassing
the limitations of Mg-based hydrides such as MgFeH; and MgCrHs, which typically exhibit
lower Zt values and higher thermal conductivity.

As a result, metallic behavior, such as that observed in BeGaHs, significantly contributes to
hydrogen storage efficiency through improved charge transport and enhanced hydrogen
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adsorption. High electrical conductivity facilitates the rapid movement of electrons during
hydrogen absorption and desorption, improving the kinetics of these processes. This leads
to faster hydrogen uptake and release, which is essential for efficient storage. Additionally,
the metallic nature of BeGaHj; allows for better hydrogen adsorption at the metal-hydrogen
interface, where the availability of delocalized electrons promotes the dissociation and
absorption of hydrogen molecules, thus increasing storage capacity. Moreover, the high
thermal conductivity of metallic hydrides helps manage the heat generated or absorbed
during these cycles, further optimizing the hydrogen storage process. In comparison
to non-metallic materials, BeGaHj’s metallic conductivity ensures faster, more efficient
hydrogen storage and release, improving both the storage capacity and the overall kinetics
of the process.

4. CONCLUSION

In the present study, we have used the BoltzTrap software package, integrated with the
Wien2k code, to perform a theoretical analysis and predict the structural, electrical, and
thermal properties of BeXH; (X = Al, Ga, and In) using the (GGA) within the framework of
(DFT). Our results reveal that the band structures of BeAlH;, BeGaH3, and BelnH; behave
like conductors, with the valence band and conduction band overlapping with no energy gap
(0 eV). Thermoelectric properties, such as electrical conductivity (o), thermal conductivity
(r), figure of merit (Zt), and power factor (PF), indicate that BeGaH; outperforms BeAlH;
and BelnHj;, particularly in terms of high-temperature stability and efficiency. Thermal
conductivity increases linearly with temperature, influenced by electron vibrations,
while electrical conductivity and merit and power factors vary with thermal conditions,
with distinct optimization potential for each material. These discoveries offer promising
prospects, not only for scientific advances but also for practical applications that could
transform industry and everyday life, particularly in solid-state energy storage devices. The
use of compounds such as BeXH; metal hydrides (X = Al, Ga, and In) looks promising for
more compact and safer energy storage. However, further studies will be needed to improve
the kinetics and storage capacity of these materials, supported by rigorous scientific efforts
and organizational coordination to maximize their impact in thermoelectric and energy
applications. The development of advanced materials for hydrogen storage, including
efficient thermoelectric systems, is crucial for improving the performance, energy efficiency,
and sustainability of future hydrogen-based energy technologies.
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1. INTRODUCTION

The growing complexity of power systems, driven by factors such as the integration of renewable
energy sources, the rise of electric vehicles, and the need for flexible distribution grids, has made
accurate energy consumption forecasting more critical than ever before[1]. Recent advancements
in machine learning and deep learning techniques have exhibited encouraging outcomes
in enhancing the precision of energy forecasting models, with techniques like Long Short-
Term Memory (LSTM) and Gated Recurrent Unit networks (GRU) demonstrating superior
performance with traditional statistical approaches[2].

Traditional statistical methods such as Autoregressive Integrated Moving Average (ARIMA) have
been widely used for time series forecasting due to their simplicity and effectiveness in modeling
linear relationships[3]. ARIMA has demonstrated notable success in various applications,
including energy demand prediction[4]. However, its inability to capture non-linear patterns
and its reliance on stationary data limit its effectiveness for more complex energy datasets[5]. In
contrast, machine learning approaches, particularly Support Vector Machines (SVM) and neural
networks, have gained traction for their ability to model non-linear dynamics and adapt to diverse
data patterns[6]. Among these, deep learning algorithms such as LSTM and GRU have shown
superior performance in capturing temporal dependencies and handling sequence data[7], [8].
The integration of traditional statistical techniques and modern machine learning approaches has
emerged as a promising solution for energy forecasting challenges. Hybrid models that combine
statistical and deep learning techniques, such as ARIMA-GRU or ARIMA-LSTM, leverage the
strengths of both methodologies[9,10]. This synergistic approach leverages ARIMA's capability
to capture linear trends and temporal patterns, while simultaneously harnessing the non-linear
modeling capacity of deep learning models[11]. This hybrid framework has been demonstrated
to enhance the accuracy of energy forecasts[12], particularly for complex and volatile energy
consumption datasets, making it a highly suitable technique for microgrid energy forecasting
applications[13].

Recent studies have highlighted the potential of hybrid models in addressing the challenges
of energy forecasting[14]. For example, ARIMA-LSTM models have demonstrated improved
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performance over standalone models in predicting renewable energy outputs[15], while ARIMA-
GRU hybrids have been noted for their computational efficiency and accuracy[16]. However,
research specifically focused on using the ARIMA-GRU hybrid approach for energy consumption
forecasting in microgrids remains limited, creating a gap that this study aims to address[17].
This paper proposes an ARIMA-GRU hybrid model for forecasting energy consumption in a
microgrid. By combining ARIMAS ability to model linear trends with GRU’s capacity to capture
non-linear dependencies, the model aims to enhance prediction accuracy and reliability. The
approach is validated using real-world energy consumption data and benchmarked against
standalone models such as ARIMA, SVM, GRU, and LSTM, as well as other hybrid techniques
like ARIMA-LSTM. The findings contribute to the growing knowledge on energy forecasting and
provide practical insights for improving energy management in microgrids.

2. MATERIALS & METHODS

This study employs a hybrid ARIMA-GRU model to forecast energy consumption, leveraging the
strengths of both linear statistical models and deep learning techniques. The ARIMA model is
first applied to identify and predict the linear trends and temporal patterns in the time series data.
The residuals, representing the nonlinear components not captured by ARIMA, are then modeled
using a GRU neural network. The GRU model is trained on lagged sequences of the ARIMA
residuals to learn complex temporal dependencies. Finally, The forecasts from the ARIMA and
GRU models are integrated to produce the final prediction. This approach harnesses ARIMA’s
ability to model linear relationships and GRU’s capacity to handle nonlinear patterns, providing
a robust solution for energy consumption prediction. The model performance is evaluated using
standard metrics, including Mean Absolute Error, Root Mean Squared Error, and Mean Absolute
Percentage Error, which validate the reliability of the results. The methodology is illustrated in
Figure 1 as a series of sequential phases. Table 1 encompasses the different abbreviations used in
this paper.
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Spiit Data:
- Train Data
- Test Data
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Figure 1. architecture of proposed method.

Table 1. Abbreviations meaning.

Abbreviations Definition

ARIMA Autoregressive Integrated Moving Average
GRU Convolutional Neural Network

LSTM Long-Short Term Memory

SVM Support vector machine

RMSE Root Mean Square Error

MAE Mean Absolute Error

MAPE Mean Absolute Percentage Error

Solar Energy and Sustainable Development, Special Issue (STR2E), May 2025. 17



Lahoucine Oumiguil and Ali Nejmi.

2.1. Long-Short Term Memory (LSTM)

Long short-term memory is a type of recurrent neural network that is well-suited for modeling
sequential data. LSTM models are capable of learning long-term dependencies in the data and
effectively capturing the temporal dynamics of energy consumption[18]. The architecture of the
LSTM is illustrated in Figure 2.

™
™

Figure 2. The architecture of LSTM.

The key components of an LSTM model are the memory cell, the forget gate, the input gate,
and the output gate. The memory cell holds the state of the LSTM, which is updated at each
time step based on the current input, the previous hidden state, and the previous cell state. The
forget gate determines what information from the previous cell state should be retained, the input
gate controls what new information from the current input and previous hidden state should be
added to the cell state, and the output gate decides what parts of the cell state should be used to
generate the current output. Equations (1, 2, 3, 4, 5, and 6) define the mathematical formulation
of the LSTM model[19]:

i, =c(Wx +Uh_ +b) 1)
Ji=o(W.x,+Uh_,+b,) (2)
o,=c(Wx,+U_h_,+b,) (3)
C =tanh(W.x,+U.h_ +b_) (4)
C=f0C_+i0C (5)
h, =0, Otanh(C,) (6)

In the equations above, i, f; and o, are the three gates, input, output and forget gates, respectively
at the time t, The Wi, Wyand W,: denotes the weight matrices from the input, forget and output
gates to the input, respectively. The b; , by and b, are the bias of input, forget and output gate,
respectively. The U;, Uy and U, denote the weight matrices from the input, forget and output
gates to the hidden, respectively. o is a logistic sigmoid function and © denotes the Hadamard
product of two vectors. x; is a vector that is located in the input layer of the LSTM. h; is an output
vector of the hidden layer and is located in the LSTM unit at the time, t. C; denotes the current
cell state and C: denotes the new candidate value for the next cell state. 4., denotes the previous
state and is determined by the forget gate, f; , by how much is passed to the next state. C,.; denotes
the update of the old cell state to the new cell state C;.

2.2. Gated Recurrent Unit (GRU)

The Gated Recurrent Unit represents a type of recurrent neural network architecture that is a
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simplified version of the LSTM cell, as proposed by Chung et al[20]. The architecture of the GRU
is depicted in Figure 3.

Figure 3. The architecture of GRU.

The GRU architecture includes two key gates that regulate the flow of information through the
network. The reset gate determines the amount of past information to be retained, while the
update gate controls the incorporation of new information into the cell state. The following
equations (7, 8, 9, and 10) represent the formula of the GRU model[19]:

Z,=o(W,0[h_,z]) (7)
r,=0(W,0[h_.x]) (8)
h, = tanh(W O[r, O h,_,,x,] (9)
h=(1-z)0h_,+z Oh, (10)

The equations in the Gated Recurrent Unit model involve several mathematical components. The
sigmoid activation function is represented by o, while W, and W. denote the weight coefficients
for the reset gate and update gate, respectively. The hidden state at the previous time step -1 is
given by h..;, and x; represents the input at the current time t. The candidate hidden state at time t
is denoted by i, , and the tanh activation function is represented by tanh. The weight coefficients
are denoted by W, the Hadamard product is represented by © , and ht is the hidden state at the
current time t.

2.3. Autoregressive Integrated Moving Average (ARIMA)

The ARIMA model is a well-established time series forecasting technique commonly employed
for predicting electrical load, which represents the amount of electrical energy demanded by
consumers within a power system([21]. Accurate forecasting of electrical load is crucial for the
efficient planning and operation of power systems. The ARIMA model integrates autoregressive
and moving average components, enabling the capture of key temporal characteristics. The
Autoregressive (AR) component leverages the dependence between an observed value and its
past counterparts to generate predictions, which is particularly useful for forecasting upcoming
energy consumption or potential demand peaks. The Integrated (I) component accounts
for the necessary degree of differentiation required to achieve stationarity in the time series.
Furthermore, the Moving Average (MA) component allows the model error to be defined as
a linear combination of past error values, capturing the dependencies between observations and
residual errors. The ARIMA (p,d,q) model, which utilizes the lag polynomial L is represented by
the equation (11).
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(I—Zp:(pkLk](l—L)d:H(J—Za:HJL"jg, (11)

where the lag operator L* represents past values in the series, ¢x denotes the parameters of the
autoregressive (AR) component, and 0; signifies the parameters of the moving average (MA)
component, while & represents the error terms. To determine the optimal parameters for the
model, the Akaike Information Criterion (AIC) is commonly employed.

The Akaike Information Criterion (AIC) is a widely used metric for selecting the optimal
parameters of an ARIMA model[21]. It balances model fit and complexity by maximizing the
likelihood function while imposing a penalty for the number of estimated parameters. The
mathematical expression for the AIC is as follows:

AIC =-2logk+2m (12)

where the number of estimated model parameters is denoted by m, and k represents the
maximized likelihood function for the model.

2.4. Support vector machine (SVM)

The Support Vector Machine (SVM) is a supervised machine learning algorithm widely used for
classification and regression tasks. SVM works by finding the optimal hyperplane that separates
data points of different classes with the maximum margin [22]. For linearly separable data, the
algorithm constructs a hyperplane using support vectors, which are the closest data points to the
hyperplane.

The decision boundary can be expressed as:

f(x)=sign(wx+b) (13)
1y 2
min—||@ 14
ol (14)
subject to the constraint:

y(ox +b)=1 (15)

where yi represents the class label of a data point xi .

2.5. Proposed ARIMA-GRU Model

The proposed approach combines the strengths of the ARIMA model and the GRU neural
network to capture the linear and non-linear patterns in energy consumption data.

The ARIMA model is first used to fit the time series data and generate residuals, which represent
the non-linear and seasonal components not captured by the linear ARIMA model.

The GRU network is then trained on the residuals to learn the remaining non-linear patterns. The
final forecast is obtained by combining the ARIMA and GRU predictions, as shown in Figure 4.
Table 2 resume all various layers and parameters of proposed approach, which were determined
using grid search.
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Figure 4. Proposed approach’s architecture.

Table 2. Configuration of the various layers and parameters of ARIMA-GRU model.

Algorithm Parameters Values
ARIMA P 12
d 1
q 21
GRU GRU 50, activation="relu’
GRU 50, activation="relu’
Dense 1

2.6. Data description

The dataset used in this study was gathered from residential households within an energy
community in Ireland as part of the StoreNet project[23]. It includes local weather parameters
and detailed per-household power and energy measurements, encompassing active power
consumption, photovoltaic generation, grid import and export, energy storage charging and
discharging, as well as the state of charge of energy storage systems. The weather data is available
at a 1-minute temporal resolution for the year 2020, while the energy consumption data has been
aggregated to a daily resolution for forecasting daily energy consumption.

2.7. Evaluation metrics

The forecasting performance is evaluated using accuracy metrics including Mean Absolute
Error (MAE), Root Mean Square Error (RMSE), and Mean Absolute Percentage Error (MAPE).
These metrics quantitatively evaluate the discrepancy between the predicted and actual values,
as defined below:

MAE =3[0, ) (16)
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1 N
RMSE = | =Y (y,— [, ) (17)
N =
Ny,
mapE =23 1270 100 (18)
N=| »

where N represents the number of values and yi is the actual value, and fi is the forecasted value.
MAE, RMSE, and MAPE are widely used in energy prediction due to their ability to capture
prediction errors in various forms. RMSE is particularly sensitive to large errors, making it
suitable for detecting peaks, while MAPE provides an intuitive percentage error that is easy to
interpret. These metrics were chosen to reflect the challenges of energy data, including sudden
peaks and seasonal variations[24]. The MAE is a commonly used statistical metric that calculates
the average of the absolute differences between the predicted and actual values, offering
insight into the model’s performance. In contrast, the RMSE reflects the standard deviation of
these differences, placing greater emphasis on larger errors due to its mathematical structure.
Additionally, the MAPE metric provides a measure of prediction accuracy as a percentage by
calculating the average of the absolute percentage differences between the forecasted and actual
values. In general, a model with lower MAE, RMSE, MAPE values, indicate a more accurate
predictive model [25].

3. RESULTS & DISCUSSION

Figure 5 provides a visual representation of the performance of different forecasting models,
while Table 3 presents the numerical evaluation of their accuracy using RMSE, MAE, and MAPE”
The results depicted in Figure 5 illustrate the comparative performance of the various models in
predicting energy consumption. The standalone models, such as ARIMA and SVM, exhibited
challenges in capturing the non-linear patterns in the data, leading to higher deviations from
the actual trends. Conversely, the deep learning models, particularly the GRU, demonstrated
a closer alignment with the observed data, outperforming the LSTM in tracking the rapid
changes. The hybrid models, which combined the ARIMA and deep learning approaches, further
improved the prediction accuracy by effectively integrating the strengths of linear and non-linear
modeling. Notably, the ARIMA-GRU hybrid model provided the most accurate predictions,
exhibiting minimal deviations and effectively capturing the variability in energy consumption,
thus establishing it as the most robust approach for this forecasting task.

The comparisons shown in Table 3 reveal the performance of different models, as evaluated
by RMSE, MAE, and MAPE. Among the standalone models, the ARIMA model exhibited the
highest RMSE and MAE, along with a MAPE of 18.70%. This suggests that while the ARIMA
approach is effective for modeling linear patterns, it struggled to capture the complex non-linear
relationships inherent in the data. In contrast, the Support Vector Machine model demonstrated
moderate performance, with an RMSE of 59.79kWh, MAE of 41.90kWh, and MAPE of 12.78%,
but it was outperformed by the deep learning models.

The deep learning models, GRU and LSTM, displayed better adaptability to the complexities of
the dataset. The GRU model achieved the lowest RMSE and MAE among the standalone models,
along with a MAPE of 11.10%, outperforming the LSTM model, which reported an RMSE of
49.91kWh, MAE of 42.05kWh, and MAPE of 13.74%. This highlights the superior ability of the
GRU model to capture long-term dependencies and temporal dynamics compared to the LSTM
model in this context.

The hybrid models, which combine the ARIMA approach with deep learning architectures,
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provided notable improvements. The ARIMA-LSTM model achieved an RMSE of 44.30kWh,
MAE of 33.59kWh, and MAPE of 12.35%, surpassing its standalone counterpart. However, The
ARIMA-GRU model demonstrated the most favorable overall performance, as reflected in the
lowest recorded values for RMSE, MAE, and MAPE. These results emphasize the effectiveness
of hybrid models in leveraging the strengths of both statistical and deep learning techniques to
enhance prediction accuracy.
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Figure 5. Daily energy consumption predictions.

Table 3. Comparison of the proposed model’s performance with other models

Model RMSE MAE MAPE (%)
(kWh)  (kWh)
SVM 59.79 41.90 12.78
ARIMA 76.25 60.68 18.70
GRU 43.50 32.10 11.10
LSTM 49.91 42.05 13.74
ARIMA-LSTM ~ 44.30 33.59 12.35
ARIMA-GRU 38.28 31.24 10.29

Although the ARIMA-GRU model demonstrates overall superior performance, it struggles
to capture sharp peaks in energy consumption accurately. This limitation may arise from the
smoothing effects of both ARIMA and GRU during forecasting. Future enhancements could
include incorporating external features such as real-time weather data or using attention
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mechanisms to prioritize peak prediction.

In summary, the ARIMA-GRU hybrid model emerged as the most accurate for the forecasting
task, demonstrating the potential of combining traditional time series models with advanced
machine learning architectures to address complex forecasting challenges.

4. CONCLUSION

This study investigated the performance of various forecasting models, including standalone
ARIMA, SVM, GRU, and LSTM, as well as hybrid ARIMA-LSTM and ARIMA-GRU, for
predicting energy consumption. The results reveal that traditional time series models like ARIMA
struggle to capture complex non-linear patterns, while deep learning models, particularly GRU,
exhibit superior performance in tracking temporal dynamics and abrupt changes.

The hybrid models that integrate the strengths of statistical and deep learning methods have
demonstrated superior performance compared to their individual counterparts. Notably, the
ARIMA-GRU hybrid model emerges as the most accurate and robust approach, demonstrating
the lowest RMSE, MAE, and MAPE.

These findings highlight the potential of integrating advanced machine learning architectures
with traditional time series models to improve the precision and reliability of energy consumption
forecasting. Future research should explore scalability across diverse datasets and environments.
The integration of additional contextual variables, such as real-time weather and economic
indicators, could further improve model accuracy. Additionally, optimizing computational
efficiency without compromising accuracy remains a critical avenue for exploration.
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1. INTRODUCTION

The transition to renewable energy solutions has become a strategic priority worldwide due
to growing environmental and economic challenges. It maximizes energy harvesting over the
course of the day as the position and angle of the panels are changed to optimize them with
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the quantity of sunlight. In case of wind turbines, it controls critical parameters such as rotor
speed and blade pitch for maximum energy output if these are optimized according to the wind
conditions [2]. They follow variables such as solar irradiance and wind speed with which they
make predictions over their energy production and regulate performance at the system level.
Output energy is stabilized with their immediate monitoring and adjustment on sources that
are renewable, in response, enhancing performance under all aspects of environment [3]. These
technologies also support the construction of a much more reliable energy-generating system that
will not need to sit idle but rather, be proactive and self-fixing as things start falling into place. A
modern smart grid is therefore made possible by what embedded systems bring in new ways in
managing electricity alongside its transfer [4]. For the guarantee of stability, dependability, and
efficiency of energy systems, smart grids use real data from the embedded system. These systems
constantly collect and process data related to supply, demand, and the flow of energy in the grid.
For instance, they ensure that power is supplied from areas where supply is surplus to the areas
where there is heavy consumption so as not to waste much power and experience blackouts
[5]. In addition, they enable integration of the grid with the diversified sources of energy, like
wind farms, energy storage devices, and rooftop solar panels, thereby making the grid much
more resilient and flexible, such that it can accommodate increased proportions of renewable
energy without relying much on fossil fuel [6]. Al embedded system is being increasingly used in
automotive sector which shows their increasing adoption, as shown in figure 2.

n Rate(%%

Adoptio

Year
Figure 2. Growth of Embedded Systems in Energy (2015-2024) [7].

The embedded systems reduce energy consumption by creating smart meters and home
automation systems. This embedded technology in smart meters helps customers to better
monitor and control their consumption patterns in real time. The system thus analyzes the usage
pattern and identifies areas where saving of energy and, hence, money is possible. For instance,
the user can adjust his behavior to avoid peak periods when rates are expensive by knowing when
peak consumption happens. Home automation allows the integration of embedded systems into
the control of heating, cooling, and lighting appliances to enable intelligent control [8]. This
technology optimizes energy usage and reduces waste and utility costs based on ownership,
weather, and preferences. They also fight for the incorporation of sources that are environmentally
friendly. For instance, rooftop solar panels should be incorporated into homes to help users in
households be able to create and regulate their energy. This can be termed as innovation leading
to a more sustainable source of energy since it means efficient and responsible use of the energy.
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Integrating such technologies into the energy sector, however holds significant challenges despite
their potential magnitude to change things [9]. Since these systems are expected to operate at
low power during complex operations, their main concern is energy efficiency. When using
renewable energy, there is often a variable availability of electricity, and it has to be as rugged as
possible and efficient, when needed. The final significant issue is scalability; scaling up energy
systems is essential once they have to service so many more linked devices plus increased needs
[10]. For embedded systems to operate smoothly, they must scale appropriately with high-density
deployments. Moreover, they should be reliable and, therefore, be capable of robust operation in
all generally hostile environments-from remote solar farms to metropolitan cities. The third issue
relates to cybersecurity. The stability and integrity of the energy infrastructure would depend
critically on the capability of embedded systems to defend against cyber-attacks. Finally, because
investment has to be made in order to achieve a balance between cost and performance, financial
elements of developing and implementing embedded systems may be very challenging. It is quite
very important to deal with all these challenges so as to unlock full potential for using embedded
systems to enable an enhanced energy sector that will be sustainable and efficient [5]. Table 1.
Shows different IOT based embedded systems, their application and their respective technical
aspects.

Table 1. Summary of Case Studies on IoT-Enabled Embedded Systems in Energy Applications
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2. EMBEDDED SYSTEMS IN ENERGY SYSTEMS

Itopened anew era for the energy sector by enhancing its sustainability, reliability, and productivity.
Software and hardware, specifically designed for some applications, are the characteristic features
of embedded systems. Embedded systems have been highly indispensable to modern energy
systems from the very beginning of time. This chapter deals with the structural elements of
the embedded systems while describing their application in different situations with the aim of
ensuring efficient application toward the existing problems of the energy industry [16-17].
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2.1. Architecture of Embedded Systems

The performance and operation of most energy applications rely on the presence of embedded
systems. The architecture of an embedded system is composed of various important parts
that collaborate effectively to carry out particular functions [18]. Examples of these parts
include controllers or processors, sensors and actuators, communication modules, and power
management units as shown in figure 3.

CONTROL CENTER

A

COMMUNICATION | MODULES

SENSOR
ACTUATOR
MICROCONTROLLER
A
A

A

' ™
—{ POWER SOURCE }7
~ 7

Figure 3. Architecture of an Embedded System.

The devices that carry outall the calculationsin an embedded system are known as microcontrollers
or microprocessors and are needed to execute the program commands that describe how the
system operates. for this reason, microcontrollers are primarily used because they are relatively
affordable and consume low power when compared with other devices, thus becoming the best
fit for applications requiring low power consumption. A microprocessor has higher processing
power, and is applied in programs that require extensive mathematical operations and real-time
data manipulations [19]. Deciding which one to apply between the two, be it microcontroller
or a microprocessor will mainly be based on which particular demand there might be for your
energy application. In the embedded system, sensors and actuators are essential components that
provide opportunities for data acquisition and control. The sensors obtain data from the system’s
physical environment, which includes temperature, pressure, voltage, and current and convert
them into electrical signals that can be interpreted by the microcontroller or the CPU [20]. In
return, the actuators carry out operations such as opening a valve, turning on a relay, or changing
a solar panel’s orientation using the information obtained from the analysis. Embedded systems
can monitor and control energy systems, thus providing optimal performance and efficiency
with smooth communication between sensors and actuators.

Microcontrollers and actuators play a critical part in what enables an embedded system to
gather data as well as control operations, hence having sensors extract the data needed from
the environment surrounding an embedded system-such information may include temperatures,
pressures, voltage and current-converting that to electrical signal that the microprocessor could
interpret. It is rather low consumption compared to other devices, and also rather inexpensive.
So, this is fairly suitable for applications that just require minimal power consumption. The other
hand, microprocessors can process more power and have applications that require complex
mathematical calculations and real-time manipulation of data. Actuators, on the other hand,
perform tasks in accordance with data from the analysis, such as opening a valve, turning on a
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relay, or adjusting the angle of a solar panel. The ease of communication between sensors and
actuators enables embedded systems to monitor and control the energy system, ensuring a proper
performance and efficiency in it [21].

2.2. Applications in Energy Systems

Embedded systems are extensively utilized in numerous applications in the energy sector to handle
problems pertaining to energy production, distribution, and consumption. A few pertinent and
significant applications are covered in this chapter, such as BMSs, EV infrastructure, smart grids,
and renewable energy resource management [22]. A significant advancement in contemporary
energy utilities is represented by smart grids. The operation of the smart grid is based on, almost
entirely, on embedded system designs that enable dynamic load balancing. Furthermore, it
detects anomalies through fault detection and directs its energy distribution in optimization
models. Embedded systems incorporated into sensors and communication modules with real-
time information input include energy usage, its transference losses, or general efficiency of the
given network [23]. This data is then optimized to ensure energy flow, reduce peak demand,
and improve the reliability of the grid. Moreover, the integration of DERs and renewable energy
sources is facilitated by the embedded systems, which improve the overall sustainability of the
grid. Management of Renewable Energy: Since renewable energy sources, such as solar and
wind power, fluctuate and vary, their replacement needs to be monitored immediately and then
controlled to balance the difference. The control of renewable energy facilities requires embedded
systems because the systems continuously monitor irradiance, wind speed, temperature, and
power generation [24]. The data in question is utilized to modify the functioning of solar panels,
wind turbines, and energy storage systems in order to optimize efficiency and guarantee consistent
energy generation.

2.3. Battery Management Systems (BMS)

A battery management system (BMS) continuously monitors parameters such as voltage, current,
temperature, and state of charge (SoC) in each battery cell; using these, a BMS determines
charge and discharge cycles that can be carried out with that particular cell; a BMS can thus
prevent conditions such as overcharging or deep discharge; it is possible to provide good thermal
conditions; battery management systems are embedded systems that can monitor and control the
behavior of a battery to ensure proper safe operation. Figure 4 represents the bock diagram of a
typical battery management system.

The front end of BMS BMS
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Figure 4. A block diagram of a typical battery management system [25].

A BMS in a renewable energy installation maximizes the use of energy storage systems by
efficient storage and subsequent release of surplus energy generated in a solar panel or wind
turbine [26]. For EVs, BMS enhances battery performance, prolongs battery life, and provides
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safe operation that promotes dependability and efficiency of electric transportation. Electric
Vehicle Infrastructure: As more EVs gain acceptance, they need a strong infrastructure for energy
management and charging. Without embedded systems for features like real-time monitoring,
load management, and grid communication, an EV charging station cannot function; the system
monitors consumption, regulates the charging schedule, and distributes energy efficiently to
many vehicles [27]. Further, the development of smart charging strategies based on demand
response and V2G integration in embedded systems enables EVs to support grid stability and
energy storage. Therefore, through the maximally deployment of embedded systems in charging
infrastructures, adoption of electric vehicles and sustainable transportation options is supported.

3. CHALLENGES IN INCORPORATING EMBEDDED SYSTEMS IN ENERGY SYSTEMS

Theintegration ofembedded systems within the energy sector providesimmense benefits; however,
severe challenges (as depicted in figure 5) must be addressed for smooth implementation and
usage. The main challenges are the costs and complexity, environmental pressure, cybersecurity
threats, issues concerning scalability and integration, and energy efficiency aspects. This section
explains the detailed elaboration of the challenges, its implications, and strategies of mitigation.

Energy
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and / } \ And
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Figure 5. Challenges in Incorporating Embedded Systems in Energy Systems.

3.1. Energy Efficiency

Energy efficiency is one of the most important factors in the implementation of embedded
systems in energy systems. To make these systems ensure sustainable and economical energy
management, the systems should be low-power devices while still providing optimal performance.

3.1.1. Low-Power Operation

Most of the embedded systems have been deployed in power-constrained environments such as
remote installations of renewable energy or battery-powered appliances. Hence, these systems
have to be designed to consume very little power to maximize their lifespan and minimize
maintenance. Dynamic voltage scaling, power gating, and energy harvesting are among the
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techniques that are used to optimize the use of power [28]. However, the challenge in balancing
low power consumption with high performance is quite a difficult issue, especially in applications
that require real-time processing and data analysis. An important application of the embedded
system in renewable energy and BMS is its use in monitoring and control energy production,
storage, and distribution within installations, such as solar and wind farms. Efficient energy
management is thus critical to achieve maximum usage of renewable resources and power supply
stability. Similarly, BMS in electric vehicle and energy storage systems rely upon embedded
systems to monitor the state of battery health, thereby optimizing charging cycles and preventing
overcharging as well as deep discharge conditions [29]. Ensuring energy efficiency becomes
critical for enhancing the entire efficiency and reliability of these renewable energy and storage
solutions.

3.1.2. Trade-Offs and Optimization

There are natural trade-offs of designing an embedded system towards energy efficiency. In
almost all cases, the means of lowering power consumption in an embedded system will likely
mean the sacrifice of power in computing, memory storage, or communication bandwidths
[30]. Therefore, engineers carefully optimize these trade-offs within the constraints of the actual
application requirements. Advanced techniques in designing such systems range from ultra-
low-power microcontrollers to low-power communication protocols and efficient algorithms for
controlling power usage [31].

3.2. Scalability and Integration

Scalability and integration of the embedded systems are a huge challenge due to the different
devices, communication protocols, and architectures used in modern energy systems. Modern
energy systems integrate many types of devices, ranging from sensors, actuators, controllers, and
communication modules. The capabilities and requirements vary in each device [32]. For the
most part, most devices use various communication protocols like Wi-Fi, Zigbee, Bluetooth,
or even proprietary protocols. Seamless communication and interoperability of heterogeneous
devices is one of the greatest challenges. To integrate the embedded devices into the existing
energy infrastructure, some compatibility issues with legacy devices need to be resolved along
with ensuring data consistency and reliable communication across layers [33]. In order to bridge
between several protocols and make communication seamless for data flow, middleware and
gateways are built. It will then include the scalability of the integration for future expansion
and extra devices. To ensure scalability and integration of such embedded systems, network
management is of high priority. This relates to data traffic management, boosting bandwidth
utilization, and reducing high communication latency. The performance and reliability of the
system would thus inevitably deteriorate due to network congestion and data bottlenecks caused
by additional devices attached [34]. In a meshed network environment with adaptive routing, the
approach of cutting-edge strategies, such as load balancing is necessary to effectively establish
scalable communication.

3.3. Reliability and Environmental Factors

One of the most fundamental requirements for the energy applications of embedded systems is
reliability, especially if such systems operate in hostile environments. For example, areas where
energy systems are installed in harsh locations usually have extreme temperatures, high humidity,
dust, and vibrations. Outdoor installation of solar inverters and wind turbine controls has to be
very reliable since it is exposed to the environment [35]. Similarly, the systems in offshore wind
farms remote energy plants are susceptible to corrosion by saltwater and strong winds and other
unfavorable conditions. Embedded systems under such harsh conditions require robust casings
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and a strong hardware design so that it can work efficiently under such unfavorable conditions.
Such a system calls for sealed enclosures, conformal coatings, and ruggedized components so as
not to be affected by environmental damage [36]. In addition, advanced thermal management
techniques such as fans, heat sinks, and phase-change materials ensure that the system operates
within its optimal temperature range in order to avoid overheating. Redundancy and fault-
tolerant characteristics make embedded systems more reliable. Redundant systems can continue
to operate by serving as backup components for malfunctioning parts. Examples of fault-tolerant
designs are watch-dog clocks, fail-safe devices that can recognize and recover from faults and
algorithms for error detection and correction. All these are necessary to keep energy systems
dependable and available [37].

3.4. Cybersecurity Threats

The integration of IoT-enabled embedded technologies into the energy infrastructure makes
it vulnerable to significant risks of cybersecurity that need management to avoid any kind of
disruption and ensure the integrity of the system. The connection and distributed design of an
Internet of Things-enabled system make it intrinsically vulnerable. Exploiting weaknesses or
vulnerabilities in software programs, hardware components, or communication protocols may
allow an attacker to gain unauthorized access to modify data and interfere with operations [38].
Cyberattacks may have negative impacts such as equipment damage, power outages, and safety
risks in energy systems. Cybersecurity threats therefore require multiple levels of robust security
to be designed and built. One of the precautions against tampering and eavesdropping is data
transmission encryption. The policies on access control should limit unauthorized access, and
strict authentication processes should validate individuals’ and devices™ identities. There must
be software updates and patches to counter identified vulnerabilities to increase system security.
Sophisticated intrusion and response systems are required in the detection and mitigation of
real-time cybersecurity threats. These will monitor suspicious network traffic that may have the
potential to harm responses to potential threats by combining machine learning algorithms with
anomaly detection techniques [39]. The other type of layered security technique is known as
defense in depth, and this may be able to offer several layers of protection against cyber-attacks
and hence improve the overall security of embedded systems in their applications related to
energy.

3.5. Cost and Complexity

High costs and complexity in designing and implementing embedded systems for energy
applications may be a limiting factor, especially in underdeveloped regions. With the use of
embedded systems for energy applications, software development, hardware design, testing,
and certification all incur high expenditures. The cost of its development is proportional to the
more comprehensive design of the system in terms of performance and low power usage while
still maintaining reliability and security [40]. The cost is also increased by the need for certain
knowledge and abilities in embedded programming, electronics, and cybersecurity. Embedded
systems demand a lot of investment apart from development, deployment, and maintenance
costs. This will also involve the establishment cost of the devices, integrating them with the
available infrastructure, and long-term maintenance support. Maintenance might be very costly
because in remote or hard-to-reach areas, specialized equipment and personnel are required.
Some of the biggest challenges for embedded systems include their costs, which may be far too
high [41]. It would be challenging to implement such a system, especially for weak economy
regions or smaller energy businesses with low budgets. Cost-effective methods include modular
designs that can be updated step by step, open-source technologies, and government financing
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and subsidies for the implementation of new technologies.

4. EMERGING SOLUTIONS IN EMBEDDED SYSTEMS FOR ENERGY APPLICATIONS

Asthe energy industry is transforming, embedded systems introduce innovative solutions to some
of the long-standing issues that existed. Along with Al-based edge computing, new sophisticated
communication protocols, hardware innovation, and IoT integration, this pathway will pave the
way to much smarter, more reliable, and efficient energy systems. New solutions are explored in
depth in this section along with their importance and the resultant impact on the energy sector.

4.1. AI-Driven Edge Computing

Innovation in the energy business is artificial intelligence, particularly when combined with
edge computing. Al-based edge computing further enhances energy systems efficiency and
dependability due to predictive energy management, including device-level problem detection
[42]. By analyzing sensor and device data in real-time fashion, Al systems predict trends within
consumption and detect inefficiencies. When edge embedded systems are able to analyze data
locally, they can make immediate adjustments to the flows of energy, which would reduce the
wastage and increase system performance. For example, Al-driven edge computing might
allow smart grids to balance supply and demand in real-time and distribute energy based
on consumption patterns. Al-driven edge computing also plays a major role in predictive
maintenance and fault detection. Through continuous monitoring of energy systems’ health and
performance, Al algorithms will identify anomalies and potential failure patterns before they
become critical issues. Thus, proactive maintenance leads to less downtime, cost on maintenance,
and the prolonged lifetime of energy infrastructure [43]. For instance, artificial intelligence
can analyze vibration data from a wind turbine to identify early signs of mechanical wear and
schedule maintenance before it fails. Perhaps one of the most impressive benefits of using AlI-
driven edge computing is reduced latency and dependence on centralized systems. When data
are processed in embedded systems, these embedded systems can now respond quickly and in
real-time, minus the data being streamed into a central server. It also reduces delay and offers
fast decisions-making that is critical with certain applications which involve instantaneous
response, particularly applications related to grid balancing or fault detection [44]. In another
case, decentralizing also helps to bring robustness to energy network distribution of computing
workload, reducing single-point failures.

4.2. Advanced Communication Protocols

The integration of heterogeneous devices within energy systems would depend significantly
on advanced communication protocols. Protocols like MQTT (Message Queuing Telemetry
Transport) and Zigbee are among the key enablers of efficient and secure data transmission in
embedded systems [45]. Figure 6 shows different communication protocols along with MQT'T.
QTT is a light publish/subscribe messaging protocol primarily for constrained devices and low-
bandwidth, high-latency networks. It is best for applications where the efficiency of data transfer is
critical such as in remote monitoring and control of energy systems. MQTT minimizes overhead
as it uses a simple format for messages and reduces data transfer, thus conserving bandwidth
and power. In energy systems, MQTT can use real-time information from sensors and devices
delivered to control centers for prompt decisions and optimization [47].

With the communication of embedded systems, the major concern is security, particularly within
the energy infrastructure. Zigbee offers low-power, wireless mesh networking protocol with
strong features for security, including encryption and secure key exchange for data transmission.
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Figure 6. General IoT system architecture [46].

Zigbee’s mesh network topology has improved network reliability and resiliency through multiple
paths for data transmission, lowering the possibility of communication failure [48]. In smart grids
and IoT-enabled energy systems, Zigbee can facilitate secure and reliable communication between
devices, ensuring the integrity and confidentiality of data. It is important that advanced
communication protocols should support seamless integration of heterogeneous devices in an
energy system. Through standardized communication interfaces, advanced communication
protocols allow disparate devices to communicate and hence act effectively. This cohesiveness
is necessary to be achieved for the construction of intelligent energy ecosystems since these
would contain various disparate parts, including sensors, actuators, controllers, and modules for
communication, acting together in harmony. For instance, in a smart home energy management
system, MQTT and Zigbee can enable the integration of smart meters, thermostats, and home
appliances to enable coordinated energy use and optimization.

Case Study: A renewable energy company utilized high communication protocols to optimize the
integration of its solar energy systems. Implementing MQTT for data transmission and Zigbee
for secure communication allowed the company to make monitoring and control processes more
efficient and reliable [49]. Using such protocols ensures easy exchange of data among solar panels,
inverters, and energy storage systems, optimizing energy production while lowering the costs of
running operations.

4.3. Hardware Advancements

Development of energy-efficient microcontrollers and sensors designed particularly for energy
applications is one of the factors that leads to significant progress in the development of
embedded systems. Such hardware innovations are crucial for developing high-performance,
reliable, and sustainable energy systems. Energy-Efficient Microcontrollers are designed in such
a way that energy efficiency forms the base of their design with low power modes, dynamic
voltage scaling, and the integration of power management units into the designs [50]. These
can provide the processing power to support real-time data gathering and control applications
with very low power consumption. This is particularly critical in the energy sector for things
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like smart meters and renewable energy systems because it extends the operating life of devices
and reduces maintenance requirements. Sensors are an integral part of embedded systems
because they provide the data for monitoring and control. Advanced sensors will, therefore,
be a product of design that gives much sensitivity, accuracy, and energy efficiency. Advanced
sensitivity and accuracy in temperature, pressure, and concentration measuring devices will be
used. It is possible to precisely place solar panels for maximum energy gathering, for instance,
by very sensitive photovoltaic devices with high accuracy in measuring sun irradiance. Similarly,
improved temperature and pressure sensor equipment will reduce operating cost as well as
energy losses within the HVAC system controlling mechanism. Hardware development is part
of this process, which includes developing customized solutions for a given energy application.
A good example in the case of a BMS could be dedicated microcontrollers featuring onboard
battery monitoring and balancing for improved performance and reliability. High efficiency
power converters and charge controllers are also crucial elements of the EV infrastructure with
the purpose of regulating the energy flow and ensuring safe and effective charging [51].

4.4. IoT Integration

The Internet of Things has developed intelligent energy systems with improved data interchange
and decision-making capabilities, transforming the energy sector. The embedded systems enabled
by IoT have made energy management more effective and dependable by allowing the seamless
integration of many components.

4.4.1. Intelligent Energy Ecosystems

The traditional energy systems now become intelligent ecosystems. These are connected,
communicate with each other, and, generally speaking, are systems and pieces of equipment.
These technologies let the data be shared in a real-time manner and make decisions in consonance,
which further results in the improvement of overall performance and energy systems’ efficiency.
For example, to realize the dynamic load balancing and effective energy distribution, IoT-
enabled devices in a smart grid may exchange information on production, consumption, and
grid conditions. Such enormous volumes of data gathered from many sources may be aggregated,
transmitted, and processed using the systems that are enabled by the Internet of Things. Through
such means, data is useful for the understanding of the problems, the performance of systems,
and the patterns that have to do with the use of energy. Data analytics and machine learning
algorithms can help energy providers better understand their systems and make the right decisions
to optimize energy management. Similarly, IoT sensors integrated into a building management
system, for instance, can offer data on temperature, humidity, and occupancy, enabling effective
control of the HVAC system [52].

IoT enables energy systems in terms of real-time visibility and control in the augmentation
of decision-making capabilities. Real-time data acquired through IoT-enabled devices allow
devices to readjust their operations for being efficient and optimal. As an example, IoT sensors
on a renewable energy installation track the weather and shift panels or turbines for optimized
utilization of solar or wind energy. The other IoT-enabled devices can be used for demand
response techniques, which optimizes the stability of the grid by reducing costs by adjusting
the usage of energy based on price signals and grid circumstances [53]. Smart energy networks
greatly enhance the efficiency of any system as shown in figure 7.

Case Study: A utility business integrated the Internet of Things with an intelligent energy
ecosystem for a smart grid. IoT-enabled sensors, smart meters, and communication devices
have been installed in order to share real-time data and make synchronized decisions. The IoT-
enabled system is designed to support optimized energy distribution, predictive maintenance,

38 Solar Energy and Sustainable Development, Special Issue (STR2E), May 2025.



Role Of Embedded Systems In Smart Energy Management: Challenges, Innovations, And Future Trends.

and dynamic load balancing. It has reduced operation costs by a huge amount and improved the
dependability of the grid.
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5. CASE STUDIES AND DATA ANALYSIS

The above section describes a number of case studies demonstrating, in detail, applications
and implications of IoT-based embedded systems in various energy applications, from which
one can derive knowledge through the analysis of the benefits and drawbacks associated with
such integration of the embedded system with smart grids, renewable energy installation, and
charging infrastructure of electrical vehicles. This progress also brings along with it significant
improvements in efficiency, reliability, and effective management of energy. Table 2 summarizes
some of the key aspects of IoT-Enabled Embedded Systems in Energy Applications.

Table 2. Key Aspects of IoT-Enabled Embedded Systems in Energy Applications.

Aspect Details Case Study Examples
Technology Used IoT-enabled embedded systems, AI | Smart grids [55-56],
algorithms, advanced sensors, and | Renewable monitoring [57-58],
real-time communication. EV charging [59-60].
Key Parameters Monitored | Load balance, fault detection, Renewable energy systems [57-58],
energy consumption, irradiance, smart grids [55-56].
wind speed, and charging
schedules.
Challenges Overcome Variability of renewable sources, All case studies [55-60].
grid overload during peak demand,
and EV charging bottlenecks.

5.1. Case Study 1: Smart Grids in Urban Environments

Implementation: IoT-enabled embedded technologies have been integrated into the urban smart
grid infrastructure of a utility provider. Reducing energy losses and raising the dependability of
the grid are the main targets through improved fault detection and load balancing. The embedded
systems are fitted with advanced sensors and communication modules that capture data on
energy usage, proper functioning of the grid, and potential problems in real time. In essence, Al
algorithms monitored data transmitted to a central control system to detect anomalies in order
to optimize the usage of energy [55].
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Outcomes: IoT-enabled embedded technologies reduced energy losses to a great extent. That
helped improve the urban smart grid’s efficiency generally by a significant margin. Dynamic load
balancing made with the help of the data received in real time through the embedded systems
helped allocate energy according to its requirements. The advanced capability to detect faults
resulted in timely discovery and rectification, raising the dependability quotient and reducing the
occurrence of as well as duration of the power outage. This case study shows the revolutionizing
potential of embedded technologies provided by the Internet of Things in optimizing urban
energy systems and addressing today’s energy problems. The use of leading-edge sensors and
communication technologies, the application of Al algorithms for data analysis, and a proactive
approach to fault detection and maintenance are all factors that may be specifically responsible
for the effective implementation. The utility company made the necessary decisions as it could
rely on the real-time data for optimal distribution of energy with reduced losses. Customers were
more satisfied and had more faith in the energy provider due to the quality of the service delivery
of the grid in addition to higher dependability [56].

5.2. Case Study 2: Renewable Energy Monitoring

This article explores the implementation of embedded systems in the monitoring and control of
real-time data within wind and solar farms. This application aimed to optimize the operations of
renewable energy power plants for the generation of energy with greater efficiency. Embedded
systems employed sensors that measure temperature, electricity, wind velocity, and irradiance.
Localized microcontrollers did process these sensors’ collected data locally before it is forwarded
for further evaluation through a centralized monitoring system [57].

Outcomes: The energy-generating efficiency increased by 25% after installing the embedded
systems in renewable energy installations. Real-time monitoring enabled the precise adjustment
of the solar panels and wind turbines so that they would function with maximum efficiency. For
instance, to ensure the acquisition of as much energy as possible, the solar panels were dynamically
adjusted based on the levels of irradiance. Similarly, the wind speed was used in tuning the wind
turbines in order to boost electricity production. Predictive maintenance is made easier as these
installations can be monitored and managed real-time, with a result of reduced downtimes, thus
extending the lifespan of renewable energy assets. From this case study, therefore, it has been
demonstrated that greater efficiency is achieved with the integration of embedded systems with
renewable energy management systems. The capability to get real-time data and control also
allows the better usage of renewable resources, resulting in increased sustainability and security of
energy. Therefore, the success of this implementation has further brought to light the importance
of incorporating cutting-edge monitoring and control technologies in renewable energy projects
for better efficiency and to mitigate variability and intermittency issues [58].

5.3. Case Study 3: Electric Vehicle Infrastructure

This is a case study of one municipality developing installed technology into their electrical
vehicle charging to maintain their infrastructures. This was intended to enhance distribution,
minimize the time consumed when recharging, and optimize the performance of the network.
This installation at electric vehicle charging stations possesses sensor as well as communication
modules. The sensors with these modules enable them to track how much energy is used or the
times when they could be recharged. In order to enhance the energy distribution based on real-
time data, these systems interacted with a central control system [59].

Results: Integration of the embedded technology within the EV charging infrastructure
improved energy supply distribution. It also saved the charging time. Embedded systems better
managed energy use as there was real-time monitoring of energy consumption. EV charging
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also became faster and efficient. Moreover, effective scheduling of charging relieved grid peaks,
thus mitigating some of the loads, thus preventing overloading in advance. Dynamic energy
distribution management, which improved system-wide dependability and efliciency, was
another added contribution. This case study shows how much potential the embedded systems
have to elevate the effectiveness and dependability of the EV charging infrastructure. Efficient
energy management became possible because of the features of the real-time monitoring and
control of the embedded systems. Fast charging times and thus a positive user experience was
thus achieved. Its success emphasizes how it is necessary to integrate advanced technologies in
the EV infrastructure to increase electric vehicles and environmentally friendly transport modes
[60].

6. FUTURE TRENDS AND INNOVATIONS

The energy sector holds much promise for transformation driven by on-going innovations
within embedded systems. The upcoming trends and innovations in these areas would include
significant developments in hardware, applications of machine learning-based predictive energy
management, as well as enhanced IoT integration to realize intelligent energy ecosystems. This
section goes through these trends and discusses their possible outcomes on energy systems in
terms of efficiency, reliability, and sustainability.

6.1. Advancements in Hardware

One of the critical drivers for future innovations in embedded systems for energy applications is
advances in hardware technologies. Low-power, high-performance microcontrollers and sensors
are needed to improve the efficiency and functionality of embedded systems. High-Performance,
Low-Power Microcontrollers Design for the next generation of microcontrollers should be
balanced between low power consumption and excellent performance. The sophisticated
power management strategies, dynamic voltage and frequency scaling, will be implemented to
maximize energy efficiency without reducing the computational capacity. For applications such
as remote renewable energy installations and battery-operated devices where energy resources
are not easily accessible, this balance is crucial. These improvements are going to increase the
longevity of microcontrollers and ensure that more environmentally friendly solutions for energy
consumption will occur. Because they use leading-edge materials that maximize their efficiency
and durability, these advances in materials science are likely to significantly raise the life spans
and effectiveness of microcontrollers and sensors [61]. For instance, silicon carbide (SiC) and
gallium nitride (GaN) will be used in power electronics to enhance thermal conductivity, thus
reducing energy losses. Such materials are resistant to higher temperatures and hostile operating
conditions, hence very relevant for energy applications where solutions with robustness and
long durability are desired. In consequence, the related embedded systems, fitted with advanced
materials, will thus be more suited to cope with demanding environments such as offshore wind
farms and solar power plants.

Case study: One of the major semiconductor companies designed and developed a new generation
of low-power microcontrollers on advanced materials targeted to applications related to energy.
Those microcontrollers showed up to 40% power savings in comparison to state-of-the-art
products at the time without sacrificing computation performance. Such microcontrollers,
embedded into solar inverters, delivered significant enhancements in terms of energy efficiency
and reliability. This illustrates the scope and potential effects of hardware improvement on the
energy sector.
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6.2. Machine Learning for Predictive Energy Management

The future for energy management is expected to have profound reliance on machine learning
- with better demand forecasting as well as fault prediction capabilities becoming a reality. With
ample data analysis, Al-driven algorithms can produce actionable insights; therefore, energy
production and distribution as well as usage will be optimized. Accurate Demand Forecasting:
Demand forecasting is one of the primary applications of machine learning in energy systems. The
algorithms in ML can predict future energy demand with high accuracy by analyzing historical
consumption data, weather patterns, and socio-economic factors. This enables energy providers
to plan and allocate resources more effectively, reducing the risk of overproduction or shortages.
The correct demand forecasting also enables the use of renewable energy sources. It provides better
alignment between the energy supply and the variable renewable generation. Fault Prediction and
Preventive Maintenance: Machine learning algorithms will predict potential faults in an energy
system by analyzing sensors and monitoring equipment data. Identifying patterns and anomalies
predicting component failure allows for appropriate preventive maintenance before issues
escalate; thereby reducing downtime, minimizing cost in maintenance, and making it possible to
extend the length of time energy infrastructure works. For example, an ML model could process
data from the vibrations of wind turbines to indicate possible early signs of mechanical wear and
therefore schedule maintenance accordingly.

The use of machine learning in energy systems helps better decision-making through the
immediacy of insights and recommendations at any point in time. Algorithms, being driven
by Al can continue learning and adjusting according to incoming data; hence, increasing their
precision and efficiency gradually over time. It enables a responsive and efficient use of energy
management that maintains optimality in the performance of the system. For instance, ML
algorithms might optimize the operation of an HVAC system in buildings according to occupancy
patterns and even outside weather conditions, yielding the benefits of energy efficiency, as well as
improving the comfort level [62].

Case study: An energy utility firm, on its wind farm, installed machine learning-based predictive
maintenance of its wind turbine fleet. The ML-based models are able to precisely predict when
faults might develop and therefore suggest the exact maintenance needed. This type of advance
planning resulted in a reduction of 30% of downtime and increased energy output by 20%, which
further shows how tremendous the role of machine learning is for the predictive management of
energy resources.

6.3. IoT for Intelligent Energy Ecosystems

The integration of the Internet of Things into energy systems is creating intelligent energy
ecosystems that allow for seamless energy management through enhanced data sharing and
decision-making capabilities. Figure 8. Shows the basic architecture of model layer. There are
two node types: edge and fog. Each facility (building, solar generation, etc.) can have its own local
network. All the nodes and all local networks are related to the energy (smart grid) and cloud
management layers.
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Figure 8. Model layer architecture with the main elements and their relationship.

6.3.1. Interconnected Systems

By the integration of IoT technology, interconnected energy systems can be formed where devices
and components can directly communicate and collaborate in real time. This interconnectivity
allows for increased efficiency and coordination in terms of energy management because data
aggregation and analysis from multiple sources allow for optimization of flow of energy. For
instance, in a smart grid system, IoT-enabled sensors and meters provide real-time information
relating to energy consumption, production, and conditions on the grid, which enables dynamic
balancing of loads and efficient use of energy [63].

6.3.2. Improved Data Sharing

IoT-based embedded systems can collect, transmit, and analyze massive amounts of data from
different energy sources. Such information can help decision-makers get a better understanding
of how the system is performing and, therefore, how much energy is being used in trend and
where the problem is. Data analytics with all its sophisticated machine learning capabilities can
be used to provide useful insights that may positively influence proactive energy management.
For example, for exact control of HVAC systems while saving energy consumption, sensors
incorporated with an IoT-based building management system can monitor temperature,
humidity, and occupancy in a building [64].

6.3.3. Intelligent Decision Making
The integration of IoT in energy systems enables intelligent decision-making with real-time
visibility and control. Based on the data, the IoT devices can make modifications automatically

in real time, and it will ensure a state of optimal performance and efficiency. For instance, IoT
sensors could track the weather around a renewable energy installation to maximize the output
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of the installed wind turbines or solar panels. In addition, IoT-enabled systems can use demand
response tactics for improving grid stability and saving money through dynamically modifying
energy consumption in terms of price signals and grid circumstances [65].

6.3.4. Case Study

The smart city project helped create an intelligent energy environment. Through its energy
network, it provided the necessary infrastructure for it to share information in real-time and
be able to take coherent decisions as it introduced IoT-enabled sensors, smart meters, and
communication devices in the entire set-up. The system accomplished dynamic load balancing,
predictive maintenance, and more enhanced energy distribution, bringing greater reliability,
reduced losses in energy and overall efficiency into the power grid [66].

7. CONCLUSION

The embedded systems revolution, which gives them the critical features of real-time monitoring,
control, and optimization, is at the core of the new wave that will transform the energy industry.
In highly specialized hardware and software, they combine to be used in different smart grid
applications such as electricity vehicle infrastructure and renewable energy management. There
is, therefore, a potential of transforming the sustainability, dependability, and efficiency of energy
systems. One of the great advantages of an embedded system is that it can collect and evaluate
data in real time. Such a system can continuously monitor energy production, consumption, and
distribution by integrating sensors, actuators, microcontrollers, and modules for communication.
Realtime monitoring allows for dynamic load balancing, fault detection, and predictive
maintenance, thus providing assurance for the reliable and efficient operation of energy systems.
In the case of a smart grid, for instance, it may give operators real-time information regarding how
the grid is performing. Such knowledge helps the operator in optimizing energy flow and swiftly
acting against any problems that may emerge. Despite all these benefits, there have been issues
with the adoption of embedded systems in the energy sector. Since embedded systems are meant
to operate as low-power devices while providing optimum performance, energy efliciency is an
important challenge. Such embedded systems require sophisticated design methods and energy-
efficient components in order to balance power consumption and processing capability. The
interconnectedness of these embedded systems also increases their vulnerability to cyberattacks,
hence raising cybersecurity threats with their deployment. This will ensure that data transmission
is safe and that illegal access is prevented so that the integrity and dependability of the energy
system are preserved.

Emerging technologies have made the embedded systems so widespread and standard in usage
in the energy sector. For example, AI-empowered edge computing is one of the inventions that
support predictive energy management and fault detection on the device level. As a result, Al
algorithms are able to make immediate changes to the energy system on site and reduce latency
without depending on centralized systems. This has ensured the optimized use of energy resources
to enhance responsiveness and efficiency. Advanced communication protocols like MQTT and
Zigbee, for example, have revolutionized data transfer within most embedded systems and,
subsequently, enhanced data security and transmission efficiency. Protocols like these allow for
heterogeneous devices with seamless integration capabilities to integrate real-time data sharing
capabilities and coordinated decision-making across the entire network. It makes the ideal
applications suitable for low bandwidth and resource-constrained devices. Zigbee improves
reliability in a robustly secure mesh topology with communications between energy systems.
Additionally, hardware innovations will make a difference with new-generation microcontrollers
and sensors focused specifically on low-power designs that target the energy-related market.
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Advanced materials like silicon carbide and gallium nitride also improve the durability and
efficiency of these components, allowing them to be used better in extreme environmental
conditions. These hardware innovations are a critical necessity for enhancing the performance
and reliability of embedded systems for effective working in diverse energy environments. The
second most important trend is IoT integration, which will transform the energy sector to
create intelligent energy ecosystems. IoT-enabled embedded systems integrate different energy
components seamlessly so that real-time data sharing becomes possible and allows for intelligent
decision-making processes. In smart grids, in renewable energy installations, as well as in electric
vehicle infrastructure, IoT integration enhances energy management efficiency and coordination
while contributing to more sustainability and resilience. Real-world applications clearly portray
the impact of embedded systems towards energy efficiency and reliability. Case studies of
implementing IoT-enabled embedded systems in a smart grid led to vast energy losses reductions
and significant enhancements in grid reliability. Embedded systems, thus, have shown that their
introduction in renewable energy installations have enhanced the energy generation efficiency.
In electric vehicle infrastructure, embedded systems improve energy distribution while reducing
the time taken in charging the vehicle, creating a superior user experience to support widespread
adoption of the electric vehicle. As technology further advances, embedded systems will be at
the heart of developing intelligent, sustainable energy ecosystems. The advancements in low-
power, high-performance hardware in combination with Al-driven algorithms and enhanced
integration of the IoT will power further innovation in energy management. The energy sector
will achieve much greater efficiency, reliability, and sustainability by unlocking all that is possible
in terms of embedded systems through efforts at energy efficiency and cybersecurity while using
emerging solutions. In fact, this transformation journey will be more sustainable and resilient for
a much more environmentally friendly energy future.
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1. INTRODUCTION

The transition to renewable energy solutions has become a strategic priority worldwide due to
growing environmental and economic challenges. Renewable energies, such as photovoltaics
(PV), wind power and batteries, offer promising opportunities to meet ever-increasing energy
demand, while minimizing environmental impacts [1, 2, 3, 4]. These technologies help reduce
dependence on fossil fuels and promote sustainable development thanks to their economic,
social, and ecological benefits. The identification and development of renewable, sustainable
and economically competitive energy sources thus remain crucial to meeting the world’s energy
challenges. Among these solutions, solar energy stands out for its abundance, renewable nature
and low environmental impact. Its conversion into chemical energy through processes such as
artificial photosynthesis represents an innovative and indispensable approach to tackling the
current energy and climate crises [5, 6, 7]. Inspired by natural mechanisms, this technology
opens the way to revolutionary advances capable of transforming the world’s energy system over
the long term.

Indeed, these technological advances open up unprecedented prospects for transforming the
global energy landscape and responding effectively to the current energy and climate crises.
Among the materials emerging in this context, the ABX; family of cubic perovskites with
a crystalline structure, and in particular the ABF3 fluorinated perovskite, stand out for their
unique properties and exceptional potential for energy applications. These applications include
fuel cells [8], photovoltaic systems [9], coating materials [10, 11, 12], spintronic applications [13],
thermal [14], and renewable energy generation [15]. Several elements are used as A and B cations
to arrange the atomic structure of fluoroperovskite ABF; compounds, with fluorine acting as the
anion [16, 17]. Fluoroperovskite, a member of the large perovskite family, has drawn attention
due to its distinct physical properties, which include high electron mobility [18], dielectric
property [19, 20], magnetism [21], UV transparency, and piezoelectricity. Fluoroperovskite solids
have attracted much interest in the semiconductor and lens industries [22, 23]. The absence of
birefringence in the cubic perovskite materials makes them preferable candidates for lenses. The
huge energy band gap that these compounds display is a noteworthy feature. These materials can
be used to create glass materials that effectively transmit ultraviolet (UV) and vacuum ultraviolet
(VUV) wavelengths due to their narrow absorption edges [24]. In their ideal configuration, the B
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atoms occupy the centers of the octahedra formed by the X anions. These octahedra are organized
in a simple cubic structure, but this crystal lattice conceals remarkable chemical and physical
properties. For example, ABF3 fluoroperovskites (with A=K and B=Zn) adopt a cubic symmetry
belonging to the space group Pm3m (221), where the A and B cations occupy the vertices and
center of the unit cell respectively. At the same time, the F anions are positioned at the center of the
faces [25, 26, 27, 28, 29]. Cubic fluoroperovskites, are characterized by their mechanical stability,
elastic anisotropy, and electrical properties. These properties make these materials particularly
suitable for applications in photovoltaic devices [30, 31, 32]. In addition, F anions, due to their
high electronegativity, interact efficiently with A and B metal cations, giving fluoroperovskites
a unique combination of structural, electrical, and thermoelectric properties. Their mechanical
and thermal properties open up promising prospects in various industrial sectors, including the
automotive and electronic gadget industries [33, 34, 35, 36]. Moreover, Yb3+ doped glass ceramics
with KZnF; nanocrystals were fabricated successfully [37]. This structural flexibility, combined
with the possibility of stabilizing fluoroperovskites by integrating organic or inorganic transition
metals, makes them exciting materials for research and advanced technological applications [38,
39, 40, 41]. DFT offers a powerful framework for exploring in detail the fundamental properties
of KZnF;, such as electronic structure, band gap, interband transitions, and mechanical stability
[42, 43]. Doping, particularly with transition metals such as copper (Cu), is an effective strategy
for improving the properties of KZnF;, by modifying the electronic and optical structure. This
study analyzes the structural, electrical, and optical properties of the material KZnF; doped with
a precise 12.5% concentration of Cu (Copper) using simulations based on density functional
theory (DFT). This choice of concentration was carefully selected to optimize the interaction of
the dopants with the host structure while minimizing crystal defects that could affect the overall
stability of the material. DFT provides a rigorous theoretical framework for examining doping-
induced modifications to the fundamental properties of KZnF;, such as lattice parameters,
electron density, and band structure. In particular, the aim is to assess how each type of dopant
influences the band gap, essential for applications in optoelectronic devices. In addition, this
approach makes it possible to investigate changes in optical properties. This research, combining
advanced simulations and predictive analyses, will contribute to a broader understanding of
the fundamental mechanisms involved in doping KZnF;. They will also provide avenues for
designing innovative materials with tuned properties, meeting the specific needs of renewable
energy technologies and next-generation optoelectronic devices.

2. PACKAGE AND CALCULATION PROCESS

This study focuses on the structural, electronic and optical properties of cubic KZnF; perovskites,
both in the pure state and doped with 12.5% copper (Cu). The calculations have been carried out
using the full-potential linearized augmented plane wave (FP-LAPW) method, implemented in
the WIEN2k code, to solve the Kohn-Sham equation within the framework of density functional
theory (DFT) [44, 45, 46]., the generalized gradient correction (GGA) was employed for the
exchange and correlation approximations [47]. KZnF; perovskites adopt a cubic structure
characterized by the space group Pm3m, typical of perovskite-structured compounds. This
structure is confirmed by precisely measured crystal parameters ay = by = ¢, = 4.021 A [48], and
a==y=90", in perfect agreement with available experimental data (a, = by = ¢y = 4.055 A [49]),
Figure 1. To study the effect of doping, Cu atoms were introduced at a concentration of 12.5%,
replacing Zn atoms at the specific Wyckof positions, where the K atoms occupy the cube corner
positions at the 1-a Wyckoft coordinates of (0, 0, 0), the metal Zn site is located at Wyckoft site 1-b
(0.5, 0.5, 0.5) in positions centered on the crystal body, while the halogen atoms (F) occupy the
face-centered positions at Wyckoft site 3-c (0, 0.5, 0.5), these configurations enable us to examine
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in detail the changes induced by doping on the material’s electronic and optical properties.

The simulation parameters have been carefully chosen to ensure convergence of the calculations.
A cut-off value Rmt* Kmax = 7, where Kmax is the maximum magnitude of the K vector, and
Kmax represents the smallest atomic sphere radius of the unit cell. Convergence criteria were
defined to an accuracy of 10° Ry for energy and 10e for charge. With octahedral integration, a
1000 k-point mesh was used to sample the Brillouin zone intensively, ensuring high resolution of
the calculated properties. In addition, the location of the central state charge was set to a value of
-6 Ry, guaranteeing precise optimization of structures and electronic properties. Optimizing the
crystal lattice volume was a crucial step before examining the electrical and optical characteristics
to make sure the structure under study was in its condition of least energy stability. The Birch-
Murnaghan equation of state, which is incorporated into the Wien2k code, was used to perform
this optimization [36]:

1-5)
E=E0+B—‘,’(V—V0)—%[Kj —1 (1)
Bo Bo(J_Bo) Vo

Where B is the modulus of compressibility, B’ the pressure derivative, E is taken as the minimum
energy which is the ground state energy corresponding to the volume V, of the unit cell.

(@ (b)
Figure 1: a) The structure of the unit cell and, b) The structure of 2 x 2 x 2 Supercells of KZnF; .
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Figure 2: Variation of total energy versus volume curve of KZnF;.

Figure 2 shows the volume optimization curve of total energy against the volume of KZnF;-
doped with 12.5% of Cu.
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The optimized lattice parameters of pure KZnF; is ap = by = ¢y = 4.1314 A. The ground state
derived from the optimization curve, based on the lattice parameter, is used to calculate the
electronic and optical properties of the compounds self-consistently.

To model the effects of doping, a 2x2x2 supercell of pure KZnF; was constructed, in this model,
some Zn sites were replaced by doping with Cu at a concentration of 12.5%. This approach
enables accurate simulation of dopant-host interactions. Figure 1a illustrates the KZnF; unit cell,
and Figure 1b shows the 2x2x2 supercell. This structure enables us to explore in detail the impact
of doping on the crystal structure, electron density, and optical properties of the material. These
results will contribute to a better understanding of the fundamental mechanisms and optimize
the properties of perovskites for advanced applications in optoelectronic devices and energy
technologies.

3. RESULTS AND DISCUSSION

3.1. Electronic properties

Calculations based on DFT were carried out to analyze the electronic properties of pure and
doped KZnFs;. These calculations revealed the changes made to the electronic structure of KZnF;
as aresult of doping. Figure 3a and 3b show the energy band structures of the various compounds,
in the energy range from -6 to 8 eV. The bandgap of the compounds are plotted along the high-
symmetry path (W-L-I-X-W-K) in the Brillouin zone for a cubic structure, with the Fermi energy
level (EF) aligned at zero. For pure KZnF; Figure 3a, an indirect band gap is observed between the
L and I points. The bandgap width, calculated via the GGA approximation, is estimated at 3.91
eV. In doped KZnF; Figure 3b, produces subtle but significant changes in the band gap to 2.72
eV. The doped compounds exhibit similar electronic behavior, marked by electron transitions
from the valence band (VB) to the conduction band (CB). Doping also induces the formation of
new electronic energy levels within the band gap. These intermediate levels facilitate electronic
transitions between the VB and CB, thereby improving the overall electronic properties of the
material. More specifically, doped with Cu retain a direct band gap with electronic transitions in
the T point of the Brillouin zone.
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(a) (b)
Figure 3: The band structure of : a) pure KZnF; ; and b) doped KZnF; with Cu.

The density of states (DOS) analysis plays a crucial role in understanding the electronic properties
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and chemical interactions of solid materials. In this study, the total (TDOS) and partial (PDOS)
density of states of KZnF; perovskites Figure 4a and 4b, in the pure state and doped with Cu, has
been examined to assess the impact of doping on their electronic properties. Calculations were
performed after fully relaxing the crystal structures using the GGA potential, over an energy range
from -6 eV to 7 eV, with the Fermi level fixed at 0 eV. For pure KZnF;, the electronic contribution
is mainly dominated by the hybridization of the K-4s and F-2p orbitals, reflecting a characteristic
band structure. In doped structures, significant changes appear in the DOS, particularly at the
bandgap level, with a measured reduction in band gap width to 2.72 eV. The Cu-3d doping also
leads to a shift in the Fermi level towards the VB, indicating p-type semiconductor behavior. This
phenomenon is attributed to an increase in hole carrier density, due to a greater concentration of
E-2p states in the VB. The doped compounds also exhibit distinct electronic transitions between
the VB and the CB, associated with significant hybridization between F-2p and Zn-3d electronic
states in the VB, and relatively weaker hybridization in the CB.
Adding Cu atoms introduces Cu-3d impurity states that predominate in the VB, while F-2p
states mainly influence the CB. This hybridization, combined with the modification of the band
structure, reduces the energy gap between the VB and the CB, thus promoting a decrease in the
band gap. In addition, the extra electronic states introduced by Cu near the CB create donor
energy levels, facilitating electron movement.
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Figure. 4: DOS of : a) pure; and b) doped KZnF;

This study demonstrates that Cu doping profoundly alters the electronic properties of KZnF;. The
decrease in the band gap, combined with the p-type behavior induced by the shift in the Fermi
level, highlights the potential of this material for applications in electronic and optoelectronic
devices requiring p-type conductivity. These results also open up prospects for tailoring the
properties of KZnFs; to the specific needs of applications ranging from semiconductors to metallic
conductors, depending on the dopant used.

3.2. Optical properties

The optical properties of pure and doped KZnF; have been studied to assess the impact of dopants
on its electronic structure. Various important optical parameters are presented in Figures 5 to 9.

56 Solar Energy and Sustainable Development, Special Issue (STR2E), May 2025.



DFT Approach for Improving the Electronic and Optical Properties of KZnFs Perovskite: Impact of Copper Doping.

Mathematical equations used to extract the dielectric functions (real part, €1(w) , and imaginary
part, €2( w) , the absorption coefficient a(w), the optical conductivity o(w), the refractive index
n(w) and the reflectivity R(w). The dielectric function € (w) was computed [50, 51]:

elw)=¢,(w)+ic,(0) (2)
The dielectric function real part (£;(w)) is obtained through the Kramers-Kronig transformation
[52, 53]:

2 w'e,(0)
e(w)=1+=p|—*—do' 3
1( ) ﬂ_p‘[(a),g_a)g) ( )
The imaginary part (€2(w)) values are calculated using the following procedure [52, 54]:
4r’e’ . \?
£,(w)= (W)ZU(Z M|jY fi(1-f,)8(E, ~E,~w)d’k  (4)

The element of the dipole matrix is denoted M, the electron mass is m, the elementary charge is e,
and P represents the principal value of the integral in this context. The initial and final states are
denoted by the indices i and j respectively. The energy of the electron in state i, with wave vector
k, is denoted by E;, and the Fermi-Dirac distribution function associated with state i is denoted
by f.

The &;(w) and &;(w) components enable the determination of various optical properties, such as
the absorption coefficient a(w), the optical conductivity o(w), the refractive index n(w) and the
reflectivity R(w) using the following formula [55, 56, 57, 58]:

a(@)=NZ o[z, (0] +&,(0) - e/w)]% (5)
o(w)="5,(0) (6)
R(w)= % (7)
()= (e (@) £i(0) co(0)] (8)

Figure 5a shows the variation of &;(w) for pure and doped KZnFs;, in an energy range from 0
to 14 eV. This function describes the material’s response to an electric field, in particular its
ability to polarize and store electrical energy. The static dielectric constant ¢; (0), which reflects
polarization at low frequencies, shows a significant increase after doping. For pure KZnFs;, &, (0)
is 1.67, and when doped at a concentration of x = 12.5%, the values of ¢; (0) increases to 6.73.
This trend indicates that the introduction of dopants enhances the material’s polarizability. The
observed increase in ¢&; (0) can be attributed to the dopants’ ability to induce additional dipoles,
alter both ionic and electronic polarizability, and modify the local electronic structure, thereby
amplifying the dielectric response of the material [59]. Figure 5b shows the &,(w) for pure and
doped KZnFs, in an energy range from 0 to 14 eV. This parameter plays a key role in understanding
the electronic absorption processes of materials. The analysis of the optical spectrum reveals
several distinct peaks, resulting from inter-band transitions between the VB and CB. For pure
KZnFs;, the spectrum reaches a notable energy peak at 5.45 eV in the ultraviolet, corresponding
to electronic transitions involving K-4s, F-2p and Zn-3d orbitals in the VB, and F-2p orbitals
in the CB. An increase in &,(w) is observed with photon energy, peaking around 13 eV. After
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Cu doping, the peaks in the spectrum undergo an energy shift to lower values, accompanied by
changes in their intensity and position, including the appearance of peaks at 2 eV, associated with
transitions characteristic of Cu-doped KZnF;. Also, a maximum peak is observed at 0 eV, where
this one is 6.5 eV. When comparing Figure 5b with Figure 4a, this value is due to the shifting of
the Zn-3d state to 0 eV, where the system is being doped.
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——Doped KZnF3 6
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Figure 5: Dielectric function of pure and doped KZnF: : (a) Real part; and (b) Imaginary part.

Figure 6 illustrates o(w) for pure and doped KZnF; over an energy range of 0 to 14 eV, which
represents the material’s ability to transport electrons in response to an applied electromagnetic
field [60]. Transparency in the 0-4.1 eV region is indicated by the absence of optical conductivity
in pure KZnF;, which can be attributed to the absence of light-absorbing electronic transitions.

4000
Pure KZnF3
Doped KZnF,
3000 -
3
o 2000
1000
L e B T T T T T T T T T T
0 2 4 6 8 10 12 14

Energy (eV)
Figure 6: Optical conductivity as a function of energy of pure and doped KZnF:.

Additionally, the optical conductivity of the pure KZnF; compound has a noteworthy value,
increasing gradually from 4.9 eV to a maximum of roughly 13.02 eV. The conductivity maximum,
as demonstrated by the previously mentioned peak, is 3614.18 Q'.cm™. The doped compound’s
maximum o(w) value is roughly 3930.88 Q'.cm™. The results show that doping changes the
compound’s electronic structure, which raises its reactivity at particular photon energy. Material
qualities are tailored for certain applications, such as optoelectronics, even if doping reduces
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maximum optical conductivity.

Figure 7 illustrates the absorption coeflicient a(w) of pure and Cu-doped KZnF3 in the energy
range from 0 to 14 eV. Pure KZnF3 shows no optical absorption in the 0 to 4.5 eV range, but begins
to absorb the light between 4.5 and 13.5 eV, with increasing intensity as a function of photon
energy, and when doped with Cu, absorption peaks appear at 4.2 eV. This doping considerably
enhances absorption properties in the visible, with coefficients reaching values as high as 10*
cm-', and broadens absorption capacity, 12.5% Cu doping further optimizes these properties,
demonstrating the material’s potential for applications in photovoltaic cells and optoelectronic
devices. The results indicate that the doping introduces additional electronic states favoring
interband transitions, making the material capable of absorbing a greater proportion of the solar
spectrum. This significant enhancement of absorption capabilities in the visible and ultraviolet
range also suggests promising applications for photochemical reactions activated by visible light,
reinforcing the interest of Cu-doped KZnF3 as a versatile material for advanced energy and
optical technologies.
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Figure 7: Absorption coefficient as a function of energy of pure and doped KZnF:.

Figure 8 shows the evolution of the refractive index n(w) of pure and Cu-doped Figure 8 shows
the evolution of the refractive index n(w) of pure and Cu-doped KZnF; over a given energy range.
The results reveal that the static refractive index n(0) of KZnFs;, initially is of 1.25 in the pure
state, increases significantly to reach a value of 2.78 after Cu doping. This reflects an enhanced
interaction with light, indicating a notable improvement in the material’s optical properties.
Pure KZnF; exhibits its maximum refractive index at 5.9 eV, while Cu doping shifts these peaks
towards 0.4 eV. By modifying the interaction between electronic bands, Cu doping transforms
the optical properties of KZnF;, this enhancement gives doped KZnF; greater potential for
advanced optoelectronic applications. over a given energy range. The results reveal that the static
refractive index n(0) of Figure 8 shows the evolution of the refractive index n(w) of pure and Cu-
doped KZnF; over a given energy range. The results reveal that the static refractive index n(0) of
KZnFs;, initially is of 1.25 in the pure state, increases significantly to reach a value of 2.78 after Cu
doping. This reflects an enhanced interaction with light, indicating a notable improvement in the
material’s optical properties. Pure KZnF; exhibits its maximum refractive index at 5.9 eV, while
Cu doping shifts these peaks towards 0.4 eV. By moditying the interaction between electronic
bands, Cu doping transforms the optical properties of KZnF;, this enhancement gives doped
KZnF; greater potential for advanced optoelectronic applications., initially is of 1.25 in the pure
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state, increases significantly to reach a value of 2.78 after Cu doping. This reflects an enhanced
interaction with light, indicating a notable improvement in the material’s optical properties.
Pure KZnF; exhibits its maximum refractive index at 5.9 eV, while Cu doping shifts these peaks
towards 0.4 eV. By modifying the interaction between electronic bands, Cu doping transforms the
optical properties of KZnFs;, this enhancement gives doped KZnF; greater potential for advanced
optoelectronic applications.
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Figure 8: Refractive index as a function of energy of pure and doped KZnFs.

The reflectivity R(w), which describes the ability of a surface to reflect incident electromagnetic
radiation, is analyzed from the results presented in Figure 9.
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Figure 9: Reflectivity as a function of energy of pure and doped KZnF;.

From the range of 0 to 4 eV, the reflectivity is lower, where this conduct is explained when
comparing Figure 9 and the TDOS at the same range in Figure 4a, where no PDOS is observed.
The results show that the reflectivity spectrum reaches its maximum values when the real &1 (w),
shown in Figure 5a, becomes negative. This reflects a key property of metallic or semi-metallic
materials, where negative values of €1 (w) mean total reflection of incident electromagnetic
waves. This characteristic is essential for applications in optical devices such as selective mirrors
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or optical filters. In addition, Cu doping modifies the position and intensity of reflectivity peaks,
indicating a reorganization of KZnFs’s electronic structure that optimizes its interactions with
electromagnetic radiation. These adjustments enhance the material’s potential for applications
in advanced optical technologies, including the manufacture of anti-reflective coatings, high-
performance mirrors and photovoltaic devices. Further analysis could also explore the effect of
different levels of doping to refine optical properties and tailor the material to specific uses in a
variety of fields.

4. CONCLUSION

This study combining analysis of the electronic, structural and optical properties of cubic
perovskite KZnF;, both in the pure and Cu-doped states, has demonstrated the notable impacts of
doping on the fundamental characteristics of the material using the DFT, to address the electron—
ion interaction. Density of states (DOS) analysis revealed that, in the pure state, electronic
contributions are dominated by hybridized F-2p and K-4s orbitals. After Cu doping, Cu-3d
impurity states emerged near the Fermi level, causing it to shift towards the VB, reflecting p-type
semiconductor behavior. These modifications resulted in a 2.72 eV band gap decrease, facilitating
a smooth electronic transition between the VB and CB. This hybridization between the F-2p,
3d-Zn and Cu-3d states, particularly pronounced in VB, also contributes to improved electronic
and optical properties. In terms of optical properties, analysis of the dielectric functions (&:(w)
and &,(w)) revealed significant changes in the electronic response following doping. The real
part, &;(w), showed improved electronic polarization, while the imaginary part, €,(w), revealed
increased absorption in the visible spectrum. The absorption coefficient a(w) confirmed a
better interaction with photons, essential for photovoltaic applications. In addition, the optical
conductivity o(w) showed an increase in electron mobility, reinforcing the material’s compatibility
for optoelectronic devices. Refractive indices n(w) and reflectivity R(w) also showed optimized
responses after doping, indicating increased potential for lightwave management in advanced
technological applications. In summary, the simultaneous enhancement of the electronic and
optical (e(w), a(w), o(w), n(w), R(w)) properties of Cu-doped KZnF; demonstrates its potential
for applications in photovoltaic devices, optical sensors and optoelectronic systems. These results
illustrate the power of doping-based materials engineering to tailor perovskites to current and
future technological needs.
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The aim of this study is to explore how doping CH;NH3
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Pbl; with Ge can affect its optoelectronic properties
and thus optimize its efficiency in applications such
as photovoltaic solar cells. We used the code CASTEP

Density of states, Refractive ] '
from the Materials Studio software to calculate

index.

the optical and electronic attributes of perovskite
structures CH;NH;Pbl;, doping the lead (Pb) metal

with three different percentages of germanium:
12.5%, 25%, and 37.5%. Pure CH;NH;Pbl; perovskite has a bandgap energy (Eg) of 1.733
eV. The bandgap energies of the doped materials are 1.57 eV, 1.545 eV, and 1.503 eV, respectively.
The pure CH3;NH;PbI; structure has a maximum absorption coefficient of 8,11x10* cm™ in the
wavelength range of 400 nm to 800 nm. This calculation also studied the effects of Ge doping
on the bandgap energy, absorption, total density of states, the real and imaginary components
of the dielectric function, as well as the refractive index, the optical conductivity, and the loss
function. The computed results align with the experimental findings and provide information
on the possibility of modulating the optical properties and electronic of CH;NH;Pbl; through
Ge doping, doping CH;NH;PbI; with Ge enhances its optoelectronic properties, particularly its
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absorption in the visible range, optimizing its efficiency in photovoltaic solar cells.
These improvements make Ge-doped CH;NH;PbI; promising for renewable energy

applications, as well as in light-emitting diodes and laser devices.
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1. INTRODUCTION

Energy consumption is rising sharply due to the rapid growth of the global population and the
expansion of industrial units [1]. This situation not only exacerbates the energy shortage but
also worsens environmental pollution. Therefore, it has become imperative and it is crucial to
discover new sources of sustainable and clean energy. In this context, solar energy possesses now
emerged as one of the leading options [2-5].

Photovoltaic energy is a form of renewable energy that generates no pollution, utilizing solar
cells to capture and convert light rays into electricity. Currently, innovative research is focusing
on metal halide perovskites with a general formula of ABX; [6]. In this formula, A* refers to
the organic ion CH; NH;" (MA™), B*, corresponds to Pb**, where X/-denotes a halide ion
such as I', Cl, or Br. These types of perovskites are known for their outstanding optical and
electronic properties, which hold significant promise for solar technology applications. In the
year 2009, Kojima and his team successfully used 3D perovskite MAPbI; in combination with a
liquid electrolyte in solar cells, achieving a 3.8% efficiency More recently, in 2012, Other rese arch
substituted the liquid electrolyte with a solid one, achieving an efficiency of 9% [7]. Our research
is centered on a detailed analysis of characteristics of organometallic methylammonium lead
triiodide perovskite CH; NH; Pbls.
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The use of perovskites in photovoltaic technology has seen significant advancements over the
past decade, with recently certified power conversion efficiencies surpassing 25.2% [8]. However,
all perovskites that have achieved such high efficiencies to date contain lead. As a result, there has
been growing interest in lead-free perovskites made from alternative metals, such as germanium
(Ge). Although germanium-based perovskites are still relatively underexplored, it is expected
that interest in these materials will increase in the coming years, driven by their potential for a
wide range of applications. Ge is an abundant metal, and when compared to lead, it offers lower
toxicity and fewer environmental concerns [9]. However, additional research is still required to
tully explore the broad potential applications of germanium-based perovskite cells.

Doping perovskite materials with Ge significantly boosts their performance in photovoltaic
applications. It enables precise control over the band gap, enhancing light absorption and
overall efficiency. Germanium-based perovskites also demonstrate greater stability, particularly
against environmental challenges such as moisture and UV radiation, while offering lower
toxicity compared to conventional lead-based perovskites, making them a more sustainable
option. Furthermore, Ge doping helps reduce charge carrier recombination, improving charge
transport and increasing power conversion efficiency. These advantages make germanium-doped
perovskites a promising alternative for high-performance, environmentally friendly solar cells.
In recent years, MAPbI; perovskite has become extensively utilized as an effective photovoltaic
absorption layer, thanks to its considerable gains [10]. These include a high absorption, an
optimal bandgap energy, notable photoelectric conversion efficiency [11]. Three distinct crystal
structures are observed in MAPbIs: MAPbI; has an orthorhombic phase with P221 space group
at temperatures below 162.2 K, a tetragonal phase with the space group I4/mcm between 162
Kand 327.4 K, and a cubic phase with the Pm3m space group at temperatures exceeding 327.4
K[12].

This study focused on analyzing the optoelectronic characteristics of pure MAPbI; and examined
the impact of doping with Ge on these properties. Specifically, we introduced Ge atoms into the
Pb sites at doping levels of 12.5%, 25%, and 37.5%.

2. COMPUTATIONAL PROCEDURES

Optical and elctronic characteristics attributes of MAPbI; were analyzed using Density Functional
Theory (DFT). These properties were computed employing the Cambridge Sequential Total
Energy Program (CASTEP) [13,14]. In the MAPbI; structure, to ensure precise calculations,
ultrasoft pseudopotentials were utilized for representing the electrons of valence, using functional
of Perdew-Burke-Ernzerhof (PBE) and the generalized gradient approximation (GGA) [15].
Electron-ion interactions were characterized through the OTFG ultrasoft pseudopotential [16,17].
Optimizing the geometry of the materials was essential for attaining stable configurations of
the relaxed structures, necessitating stringent convergence criteria for both atomic positions and
lattice parameters. A energy cut-off of 500 eV was used for calculations. The Brillouin zone was
sampled using K points arranged in a 5x5x1. For the self-consistent field operations, the Pulay
density mixing method was used, adopting a convergence criterion of 2x10° eV/atom [12]. The
maximum allowable stress was 0.1 GPa. The valence shell configurations of the atoms considered
are: H: 1s1, C: 2s*2p?, N: 2s22p°, Ge: 4s*4p?, Pb: 6%, and I: 5s*5p°. A 2x1x1 supercell of MAPbI;
tetragonal was the focus of this study, with lattice dimensions of a=b = 8.851 A, c=12.642 A and
a =B =y =90° The lattice dimensions adopted in this study, namelya=b = 8.851 A and c = 12.642
A, were extracted from experimental studies [12] . These values have been validated and serve as
the basis for our calculations and analyses. Figure 1 illustrates the tetragonal structure of MAPbI;
and its germanium-doped variants, the bond lengths of the atoms in the MAPbI; perovskite are
presented in the table 1 below. These values may vary slightly depending on the crystal phase and
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experimental conditions.

Fig.1.Tetragonal structures of CH;NH; Pbls, showing (a) pure MAPbI;, (b) MAPbo.ss Geo.i2s Pbls, (¢) MAPbos
Geq.25 PbIs, and (d) MAPbo.s2s Geoszs Pbls, with color codes: black (C), white (H), blue (N), bluish-gray (Pb), dark
gray (I) and green (Ge).

Table 1. Bond lengths of the atoms in the MAPbI .

Bands Length (A)
Pb-1 3.2
N-H 1.03
C-H 1.09
C-N 1.42

3. FINDINGS AND EVALUATION

3.1. Electronic structure

3.1.1. Band gap

A material’s photoelectric properties and band structure are essential factors influencing the
efficiency of photovoltaic conversion in solar cells. We calculated the bandgap energy for CH;
NH; Pbl;, and its germanium-doped variants MAPb,.. Ge, Pbl; with x values of 0.125, 0.25,
and 0.375 along the high-symmetry directions as illustrated in Figure 2. The results show that
MAPbI; functions as a semiconductor characterized by a direct bandgap, with an enegy of 1.733
eV. For the doped structures, the bandgap energies are 1.57 eV for x = 0.125, 1.545 eV for x =
0.25 and 1.503 eV for x = 0.375. These findings confirm that all these structures are made up
of semiconductor materials. The conduction band’s lowest energy point and the highest energy
point of the valence band both take place at the G point in the Brillouin zone. These findings

70 Solar Energy and Sustainable Development, Special Issue (STR2E), May 2025.



First-Principles Study of Ge-Doped CH:NHPbIs Perovskite: Optical and Electronic Properties.

suggest that varying the germanium doping concentration affects the bandgap of the MAPbI;
perovskite. In summary, the decrease in the bandgap energy observed when doping germanium
into MAPbI; results from perturbations in the crystal lattice structure and associated energy
levels. These disturbances alter the electronic properties of the material, leading to a reduction in
the bandgap width.

Energy (eV)
Energy (eV)

MAPbg g25Geq 37513

E, = 1.503 eV

Energy (eV)
Energy (eV)

K-points K-points

Fig. 2. Energy band of pure and doped MAPDL, (a) pure structure, (b) MAPboss Geo..2s Pbls, structure, (c)
MAPDO0.75 Geo.2s Pbls structure (d) MAPbo.s2s Geo.s7s Pbls.

Doping the MAPbI; perovskite with Ge decreases the bandgap [18]. These results are consistent
with other previously published findings. The table 1 below presents the bandgap obtained in our
calculation along with those from other calculations using different approximations.

Table 2 : Comparison of the Bandgap (Eg) of MAPDI; using different approximations.

Apprimations Bandgap (Eg)
GGA-PBE 1.733 eV [This work]
GGA-PBE 1761  [18]
HSE06 1.97 eV [19]
Experimental 1,55 eV [20]

3.1.2. Density of states

The total density of states (TDOS) plays a crucial role in defining these characteristics, which
shows how Kohn-Sham eigenvalues are distributed across various occupied and unoccupied
orbitals. The bandgap energy is indicated by the contrast between states in the upper valence
band (VB) and those in the lower conduction band (CB). Figure 3 displays the TDOS for both
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undoped MAPbI; and MAPD;.. Ge, Pbl;. These calculations utilized the GGA-PBE method [21].
The TDOS profiles highlight the positions of distinct peaks and illustrate the contributions of
specific electronic states linked to H, C, N, Pb, I, and Ge atoms. The interaction of these states
forms the perovskite. The spectra of TDOS obtained show distinct regions for the VB and a
separate region for the CB. In summary, doping lead with germanium in the MAPbI; perovskite
modifies the TDOS by introducing new energy levels, reconfiguring electronic states, and
adjusting the intensity of peaks [22]. These changes influence the distribution of electronic states
in the material and can affect its optical and electronic properties.

a0 F T T T T T ]
| —— MAPbI,
1
A MAPb g75G€ 12515
60 1 MAPb, ;5Ge, 555
- 1 N N -
~ t==——=MAPbDg 655Ge} 375
: :
c 1
] |
gaf |
w
@ Er
(=) 1
[a] 1
L 1
20 1 e
1
1
J
0 i . . .

Energy (eV)
Fig. 3. TDOS for MAPbI; and MAPb... Ge. Pbl; structures at doping ratios of x = 0.125 ; 0.25 and 0.375.

3.2. Optical characteristics

3.2.1. Absorption

The absorption is a critical parameter for assessing the performance of SC and other materials
utilized in technologies associated with energy. This property indicates how effectively a material
can absorb light at specific wavelengths, which directly impacts its efficiency in converting
solar energy into usable power. Figure 4 displays the spectral absorption coefficients for both
MAPDI; and MAPb, .« Ge, Pbls. The data reveal an absorption peak within the 300 nm to 400
nm wavelength range. For the pure MAPbI; structure, this peak is situated around 350 nm,
illustrating its wavelength-specific absorption characteristics, spanning both the UV and visible
spectra. In the span of 300-400 nm, doping Pb with Ge in the perovskite leads to a lower level of
absorption, while in the interval of 400 nm to 800 nm, doping increase the absorption coefficient,
as shown in Fig.4. This variation can be attributed to several mechanisms. In the UV range 300-
400 nm, germanium doping alters the perovskite’s bandgap, introducing intermediate electronic
states that may interfere with photon absorption in this energy range. These intermediate states
can reduce the material’s effectiveness in absorbing UV light. Conversely, in the visible range 400-
800 nm, doping improves absorption by narrowing the bandgap, which better aligns the material’s
energy levels with photons in this range. Consequently, germaniun-doped perovskite exhibits
enhanced absorption in the visible spectrum, which proves advantageous for photovoltaic and
photonic technologies where visible light absorption is critical. Doping the MAPbI; perovskite
with Ge enhances absorption in the visible range, these results are consistent with previously
published studies [18].These doping-induced properties optimize the performance of solar cells
by making more efficient use of incident light.
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Fig. 4. Absorption of MAPbI; and MAPb.. Ge. PbI; materials (x = 0.125, 0.25, 0.375).

Dielectric function

The complex dielectric function provides insight into how light interacts as it propagates through
a material. It distinguishes dispersion effects through its real part, &,(w), and absorption effects
through its imaginary part, ex(w). The general expression for this relationship is given by [22].

e(w)=¢,(w)+ic, () (1)
In our investigation, we focus on measuring the dielectric function of MAPbI; and MAPb,..Ge,
PbI; within the range of 200 to 1000 nm, as shown in Figure 5.

(a)
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e MAPbI, 5 == MAPb, 575G ey 15515
—_— i MAPb, ;,G8, ok, |
MAPby 575Gy 1551 0,750,253
° i MAPD, 535G €0 5755

MAPby 75Ge 3513
——MAPDy 5;G€ 37513

Real part of the dieletric function £,
Imaginary part of the dielctric function £5

1 1
300 400 500 600 700 800 900 1000 200 300 400 500 600 700 800 900 1000
Wavelength (nm) Wavelength (nm)

Fig. 5. Real component (a) and imaginary Component of dielectric function of MAPbI; and MAPb,.. Ge: Pbl;
stucture (x = 0.125, 0.25, 0.375).

The real part &;(w) exhibits two peaks for the pure MAPbI3 structure: the first at 209 nm and the
second at 642 nm. In contrast, for the doped MAPD;.. Ge, Pbl; structures (with x = 0.125, 0.25,
0.375), each structure also shows two distinct peaks. The first peak is observed at 642 nm for all
doped structures, while the second peaks appear at 670 nm, 700 nm, and 700 nm for the different
germanium concentrations. The variation of &;(w) with respect to A indicates that MAPbI; and
MAPb,.. Ge, Pbl; are dispersive media. After doping lead (Pb) with germanium (Ge) in the
MAPbI; perovskite, I found that the imaginary part € (w) shows a single peak for both the pure
MAPbI; structure and the doped MAPb,. Ge, Pbl; structures (with x = 0.125, 0.25, 0.375). This
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finding indicates that germanium doping enhances absorption in the visible range. The rise in
e2(w) suggests that germanium introduces new intermediate energy levels within the bandgap,
which facilitates electronic transitions and improves the perovskite’s ability to absorb visible light
[23]. Consequently, doping with germanium optimizes absorption of light, offering benefits for
optoelectronic applications like solar cells and photonic devices.

3.2.2. Refractive index

The complex refractive index, n*(w) is a parameter used to describe how light propagates through
a material [24]. This index is typically expressed in a complex form to account for the material’s
dissipative properties. It can be represented as follows :

n (o)=n(o)+ik(o)
& (o), J(ez (@) +(¢,(0)*

n(w)=

2 2

1
2 2\z
(31 +52) -
2

As the doping of Pb by Ge in MAPbI; perovskite increases, both the real n(w) and imaginary
k(w) parts of n*(w) in the visible range rise due to alterations in the material’s electronic
structure, as illustrated in Figure 6. The introduction of Ge creates new energy levels and alters
electronic interactions, leading to a higher density of states for electronic transitions. This results
in increased polarization of the material, which raises the n(w), while also enhancing absorption
in the visible spectrum, thereby increasing the k(w).
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Fig. 6. Refractive index (a) and extinction index (b) of MAPbI; and its MAPb1-xGexI3 Structures.

3.2.3. Optical conductivity

Optical conductivity, denoted as o, which is directly related to the e(w), characterizes the linear
response of a material’s charge carriers to an externally applied electromagnetic (EM) field. This

optical conductivity is typically represented in the following form [25,26].

o(w)=0,(w)+ic,(w)

T

o, ()= an(%j

(5)
(6)

1000
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o) =[1-(r )] 2] )

Figure 7 shows the variation in optical conductivity for the materials MAPbI; and MAPb,..Ge,
I; within the range of 200 to 1000 nm. The MAPbI3 and MAPbysss Geosss Is structures exhibit
peaks with different intensities at 386 nm. In contrast, the MAPbg.ss Geo.2s [ and MAPby 75 Geg.s
Is structures also display peaks with varying intensities at a wavelength of 406 nm. The peak value
of real part of optical conductivity for the MAPDI; perovskite is 2.61 (1/fs). The o; component
of MAPDI; and doped structures reduces in the UV range and increases with the percentage of
doping in the visible region, due to changes in light absorption by the material. The imaginary
part, o2(w), for MAPbI; and MAPb,..Ge, I5; exhibits negative values, with the minimum value
reaching -2 (1/fs) at a wavelength of 500 nm.

3’0 T T T T T T T o!o T T T T T T T
(a) ——MAPbI, CI ——MAPbI,

25 = MAPb 5;5G € 13515 ——MAPb 575Gey 12513
MAPb, 7562513 05| MAPbD; 75G€) 25l
——MAPb g5G € 37515 ——MAPb ;5Gey 375l

M
o

-1,0

-1,5

Real part of conductivity o4 (1/fs)
&
T
1
Imaginary part of conductivity o (1/fs)

20
n,n 1 1 1 1 1 1 1 1 1 1 1 1 1 1
200 300 400 500 600 700 800 900 1000 200 300 400 500 600 700 800 900 1000

Wavelength (nm) Wavelength (nm)

Fig.7. Real part (a) and the imaginary part (b) of the complex Optical conductivity, (b) imaginary part for the
perovskite MAPbI; and its MAPb..« Gex Is as a function of wavelength.

3.2.4. Loss function

The optical loss function L(w), determines the energy dissipated by incident photons as they
propagate through a material. It can be expressed as [27-29].

7\ &, (o) (8)
e(w)) & (0)+e; (o)
The variation of the function L(w) for MAPbI; and MAPDb, . Ge, I; materials as a function of the
incident wavelength as represented in Figure 8.
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Fig. 8. Loss Function of MAPb;.. Ge.Is Structures (x = 0, 0.125, 0.25, 0.375) versus Wavelength.
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The increase in Pb doping by Ge in MAPbI; perovskite results in a rise in the loss function L(w)
in the visible region of the spectrum. This effect is primarily due to the addition of novel energy
states within the material’s structure, which enhances the density of available electronic states
for transitions. Additionally, changes in polarization and electronic interactions promote greater
absorption of visible light. As a result, these combined factors lead to a significant increase in
energy losses within the material.

4. CONCLUSION

We examined and analyzed in this research the electronic and optical features of MAPDI;, as well
as those of the MAPb,.. Ge, ;s structure, where x denotes the germanium doping concentration.
The investigation was conducted using first-principles calculations based on the DFT method.
We employed the GGA+PBE approximation, as implemented in the CASTEP software. Doping
MAPbDI; with Ge at concentrations of 12.5%, 25%, and 37.5% led to a gradual reduction in
bandgap energy and an an enhancement in the absorption coefficient within the visible spectrum.
Additionally, Ge doping affected the overall TDOS, the components of n*(w), the &(w), o(w) and
the L(w). Doping MAPbI; with Ge enhances its optical and electronic properties by reducing the
bandgap energy and improving absorption in the visible range, making it ideal for photovoltaic
applications. These improvements open opportunities for its use in optoelectronic devices such
as LEDs, as well as in laser systems and energy storage technologies.
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storage and release phases is significantly enhanced
through repeated operation. Furthermore, the system’s
performance improves over the thermal cycles,

achieving an efficiency of 80% by the 30th cycle.
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1. INTRODUCTION

The need for energy is constantly growing due to accelerated industrialization, demographic
expansion, and technological innovations [1]. Solar energy, being a clean, abundant, and
renewable resource, offers considerable promise in addressing these growing energy challenges
[2]. To decrease reliance on fossil fuels and significantly cutting greenhouse gas emissions, solar
energy presents a viable option for meeting the world’s expanding energy needs while mitigating
negative environmental impacts [2]. Nevertheless, the fluctuating nature of solar energy,
particularly during periods of low sunlight, presents a challenge in ensuring uninterrupted
energy provision [3]. To address this limitation, the implementation of TES technologies in solar
power facilities is critical for providing a consistent and reliable energy output [3, 4].

A packed-rock serves as an efficient and reliable solution for TES, positioning it as a highly
appropriate choice for high-temperature TES uses in solar concentrators, particularly when air
is employed as the HTF [5, 6]. These systems operate as thermocline TES systems, with rocks
acting as the storage medium to capture surplus thermal energy during peak solar availability.
This stored energy can be discharged during periods of low solar radiation [7]. Beyond its cost-
effectiveness and favorable environmental impact thanks to the use of rocks and air, this system
is also highly efficient, as it can function effectively at elevated temperatures, enhancing overall
performance and scalability [7].

The thermal storage potential of rock-bed has been a central focus in numerous research studies
[6, 8, 9]. Various categories of rocks have been evaluated to assess their suitability as heat storage
materials, with an emphasis on their properties such as thermal capacity, conductivity, durability,
and cost-effectiveness. Z. Liu et al. [10] assessed fifteen major rock types spanning igneous,
sedimentary, and metamorphic classifications. Their investigation focused on examining primary
thermophysical characteristics, including thermal diffusivity, heat conductivity, specific heat, and
thermal expansion, as well as mechanical properties across a temperature span ranging from
room temperature to 1000°C. E. Abddaim et al. [11] conducted a comparative study of four
Moroccan magmatic rocks to evaluate their suitability as sustainable materials for TES. The rocks
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were tested for their chemical, structural, mechanical, and thermophysical properties, with a
particular focus on the impact of temperature variations and thermal cycling. The samples were
subjected to five thermal cycles at 300 °C and 600 °C to evaluate changes in their structure and
properties compared to the untreated samples. Parametric studies were conducted to examine the
main factors influencing the performance of packed-bed heat storage configurations, including
mass flow rate, fluid inlet temperature, charge-discharge cycles, and the heat absorption capability
of the storage medium [3, 12, 13]. Recent reviews have highlighted the main characteristics and
analytical methodologies used to examine the effectiveness of packed-bed TES systems [14-17].
These studies also summarize the major findings and outcomes from research conducted in this
field. M. Tawalbeh et al. [18] have provided a detailed review of the three main energy storage
methods for packed-bed systems, highlighting the recent advancements in storage materials for
each approach: sensible energy, latent phase change, and thermochemical reactions. I. Calder6n-
Vasquez et al. [19] reviewed the heat transfer mechanisms in rock beds and examined various
numerical modeling approaches. They highlighted that most existing studies focus primarily
on single charge-discharge cycles, whereas a comprehensive understanding of repeated cycling
operations is vital for the effective performance of these systems.

For small-scale packed-bed systems, numerous studies have been extensively documented in the
literature [20-22]. However, there is a notable gap in research addressing large-scale packed bed
systems, with only a few exceptions [23, 24]. This study investigates an industrial-scale packed-
bed with a design capacity of 100 MWhth. The performance of the system is assessed through a
time-dependent CFD simulation model, which has been effectively validated to ensure accurate
and reliable simulations of its thermal dynamics and overall efficiency. Furthermore, the storage
unit is assessed over 30 repeated thermal cycles, including charge, discharge, and rest phases, to
investigate the influence of successive cycles on temperature layering in the packed-bed and its
influence on the overall effectiveness and operational stability of the system over time.

2. METHODOLOGY

2.1. Ait Baha solar plant

The CSP plant constructed at the Ait Baha cement factory (Morocco), is designed to deliver
a 3.9 MWth peak to the Organic-Rankine process for energy production. It consists of three
parabolic trough collectors, each with a length of 211m (Figure 1). This thermosolar site features
a packed-rock TES unit providing a capacity of 100MWth [24]. Its technology is developed by
the Swiss company Airlight-Energy. The contribution of our laboratory in this project focuses on
characterizing the thermal behavior and evaluating the TES unit’s efficiency.

The rock used as storage material is Quartz-Sandstone. The storage unit is embedded in the
ground (Figure 2) and is shaped like a truncated cone, designed to utilize lateral earth pressure
for enhanced structural stability and to reduce the perpendicular stress on the walls caused by
the heat-induced expansion of the rocks [25]. The lateral walls are composed of different layers
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of concrete and insulating materials. The innermost layer, 0.03 m thick, is made of Ultra High
Performance Concrete (UHPC), known for its outstanding mechanical strength, high thermal
conductivity, and low porosity [25]. Surrounding the UHPC layer is low-density (LD) concrete,
which provides structural support while maintaining low thermal conductivity. To minimize
thermal losses, advanced insulation materials, including Foamglas® and Microtherm®, are
integrated into the tank walls. The total thermal losses, including losses through the lateral walls,
cover and bottom, remain below 3.5% of the input energy [26].

- S 4 =~ g-a-(h)
Figure 2: a) Tank filled with rocks, and b) complete system installation [24].

The system follows a daily cycle consisting of three phases: a 10h charging period, a 4h discharging
phase with a high mass flow rate, and a 10h resting period to complete the cycle. The operating
parameters are outlined in Table 1.

Table 1. Operating conditions of the storage unit of the Ait Baha solar power plant [24].

Parameters

Charge inlet temperature, Tin-ch 843K
Discharge inlet temperature, Tin-disch 543K
Minimal temperature, Tmin 293K
Upper radius, Rupper 6m
Lower radius, Rlower 5m
Length, L 4m
Equivalent sphere diameter, ds 0.03m
Porosity, & 0.35
Charging time, tcharge 10h
Discharging time, tdischarge 4h
Idle time, tidle 10h

In the charging stage, heated air is pumped into the vessel from its upper section at a temperature
of 843 K and a mass flow rate of 1.716 kg/s. Conversely, during energy extraction, cold air enters
the bed from the bottom at 543 K with a flow rate of 4.058 kg/s to retrieve the heat stored within
the rocks.

2.2. Numerical Approach

This research employed the ANSYS-Fluent solver for numerical simulations, utilizing the finite
volume method to resolve the fundamental equations governing fluid dynamics and thermal
energy transfer. The storage system was modeled using a 2D-axisymmetric geometry for the
computational domains. To ensure accuracy, a mesh sensitivity study was conducted to determine
the optimal grid size. The computational domain was treated as a porous medium, where the
rocks served as the solid component and air as the fluid component. The PISO algorithm was
used for pressure-velocity correlation, and a second-order upwind scheme was implemented to
solve the equations with enhanced precision. Figure 3 illustrates the numerical domain and the
corresponding boundary conditions.
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Figure 3: Overview of the numerical domain with the specified boundary conditions.

The accuracy of the numerical model was confirmed through a comparison with the experimental
outcomes of A. Meier et al. [27]. The experiment involved a stainless steel cylinder, which
contained rocks with an equivalent diameter of 0.02m as the thermal storage medium, through
which air circulated as the HTE. The results showed a strong correlation between the experimental
findings and the numerical simulations, as illustrated in Figure 4.

900
W ; . 108005
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Fluid temperature (K)

200 : : : - :
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Figure 4: A comparison of the simulation predictions (line) with the experimental data (points) provided by A.
Meier et al. [27].

The heat transfer model utilized in this study follows a two-phase approach adopts a two-phase
approach, solving distinct energy equations for the fluid and solid phases. This method enables
a more accurate representation of energy transfer between the two phases, capturing the distinct
thermal behaviors of each. The fluid phase equation governs the thermal exchange within the
working fluid, whereas the solid equation addresses heat conduction within the storage material.
The energy conservation expressions for the air and rocks are given by Eqs. (1) and (2), respectively
[28].

opek, )9 (¥ (o5, +0)=

V[gkaTf —(zihijl.)+(:;)}+5hmt+hva(TS—Tf) (1)

0

5((1 ~£)p,E,)=V((1-£)kVT)+5,,, +ha(T,~T,) (2)

heat

0 d

E(gprf) and 5((1 —&) p,E,) represent the rates of change of internal energy for the fluid and
solid phases. € denotes the porosity of the medium, psand p, are the densities of the fluid and
solid. Erand E; are the internal energy for the fluid and solid phases, respectively.

0 -
5((1 ~¢)p.E,) represents the term for convective transport of internal energy, where v is
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velocity vector of the fluid, and P is the pressure of the fluid.

Theterms V(¢k VT, )and V ((1 )k VT, ) represent the conductive heat flux within the fluid
phase and solid phase, respectively, where krand k; are the thermal conductivities of the fluid and
solid, and Trand T denote the temperatures of the fluid and solid.

V(Zih,ji) represents the heat sources due to chemical reactions, where h; is the enthalpy of the
component, and J; is the mass flux of the component.

v TV) is the viscous dissipation term, representing the conversion of mechanical energy into
heat caused by fluid friction.
Sheat represents the external heat source term, which accounts for any thermal energy introduced
into or extracted from the system.

ha(T,~T,) represents the thermal interaction between the solid and fluid phases, where h, is
the heat transfer coefficient, and a is the area for heat exchange.

The numerical model is solved based on the following main assumptions: the fluid is assumed
to be a perfect-gas flowing in a laminar regime, with no consideration for external heat sources,
mass transfer, or chemical reactions. Additionally, the rocks are approximated as spherical to
simplify the computational analysis.

The input energy during the charge represents the thermal energy provided by the HTF as it
moves through the packed-bed. This energy depends on the mass flow rate of the air, temperature,
and specific heat capacity, and can be mathematically expressed by Eq. (3) [29-30]:

T(1)

E ij e, dT (1) dr (3)

7,(0)

The energy stored throughout the storage height during the first cycle is calculated by the
following equation (Eq. 4) [12]:

E, = pe,(1-£)(T.(y)-293)dy (4)

Where c_s is the solid specific heat capacity, and A is the surface area.

Throughout successive cycles, the average energy stored in cycle (n) is calculated by considering
the average solid temperature at the conclusion of the charge stage for cycle (n) and the temperature
at the end of the idle period for cycle (n-1) (Eq. 5) [12].

Es(n) = PiC (1 o g) VT (T;_end_ch(n) - T;_end_idle(n—l)) (5)

T end_cnn is the mean temperature of the solid at the conclusion of the charging period for
cycle (n), and T end_idgen-1) denotes the average temperature of the rocks at conclusion of the idle
associated with cycle (n-1). The recovered energy E, is defined as the heat absorbed by the air in
the discharging stage (Eq. 6) [29].

T t

t f
E I I My, dT, (t) dt (6)

0T,(0)
The efficiency of a thermal storage system is typically expressed as the ratio of the energy output
during the discharging phase to the total energy input during the charge phase, which also
accounts for the energy used in pumping during both the charging and discharging cycles.
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This can be expressed mathematically as (Eq. 7) [29]:

= r 7
nE.+E +F ()

in p_ch p_disch

E_(p_ch)and E_(p_disch) are respectively the pumping energies during the charge and discharge
processes. They are calculated using the following equation (Eq. 8) [29]:

¢
E, =j7 APdt (8)
0y

3. RESULTS

3.1. First thermal cycle

In the first phase of charging, the tank’s initial temperature is set to 293 K. During this cycle, air
heated by the solar concentrators is introduced into the tank at a temperature of 843 K, and a
mass flow of 1.716 kg/s.

Figure (5) depicts the temperature variation within the fluid and solid phases after 3h and 10h
of the initial charging process. It reveals that the thermal difference between the fluid and solid
at the inlet is greater after 3h (7,(3h)-T,(3h)=135K) compared to the difference at the
end of charging (T,(10h)-T,(10h)=43K ). Nevertheless, the temperature of both phases
remains identical across the tank. The observed results can be attributed to the heat transfer
mechanisms governing the charging process. After 3h, a significant temperature difference is
present, with the fluid being considerably hotter. However, as the charging process progresses,
heat gradually transfers to the solid phase, reducing the temperature difference and promoting
thermal equilibrium over time.

goo_ ; — —Fluid : 3h [

70044

600 4

400 4%

Temperature (K)

300 4

200 : . v : . : T
0.0 05 10 L5 20 25 30 35 40

Height (m)

Figure 5: Temperature profiles of the solid and fluid at 3h and 10h during the initial charging.

To retrieve the stored heat during discharge, cold fluid is introduced at the bottom of the tank,
having a mass flux of 4.058 kg/s and an initial temperature of 543 K. Figure (6) presents the
thermal distributions in both the fluid and solid after 2h and at the completion of the first
discharge process. During the first discharge, the fluid enters at a temperature higher than the
one at the tank’s bottom (543 K), resulting in the formation of three distinct zones within the
bed: a thermocline zone located in the first quarter of the tank, followed by a thermal equilibrium
zone at a temperature of 293K and a thermocline zone at the lower part of the tank.
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Figure 6: Temperature variations in the fluid and solid mediums after 2h and 4h of the first discharge process.

In the lower thermocline zone, the reservoir behaves as if it is experiencing the charging process
because the fluid enters at a higher temperature than that obtained at the bottom. Consequently,
the fluid heats the lower part of the reservoir, then a thermal equilibrium is established as it
ascends, and effective discharge only occurs in the top quarter of the reservoir: the fluid
temperature increases as it approaches the top of the reservoir. Therefore, in this zone, the solid
temperature exceeds that of the fluid.

3.2. Cyclic operation

To characterize the storage system behavior during cyclic operation, thirty consecutive cycles are
considered. Each thermal cycle consists of three phases: 10h of charging, 4h of discharging, and
10h of rest.

Figure 7 (a, b) shows respectively the temperature along the axis of the rocks medium during
the first ten cycles and during the next twenty cycles. Figure (7, a) demonstrates the temperature
profile during the initial charging cycle differs from the subsequent cycles; the temperature
continuously decreases from the upper to the lower part of the tank during the initial charge time.
However, for the second charging cycle, the temperature profile is affected by the first discharge
process, which explains the appearance of two thermocline zones and a thermal equilibrium
zone. Additionally, As the number of cycles increases, the two thermocline zones widen, while
the thermal equilibrium zone contracts during the first three cycles.
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Figure 7: Solid temperature distributions at the conclusion of the charging, a) for the first ten cycles, b) the
subsequent twenty cycles.

Figure (7, b) illustrates the variation in solid temperature from the 10th to the 30th cycle. It can be
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observed that, as the thermal cycles progress, the width of the upper thermocline zone increases
at the expense of the second one, until they converge into a singular zone from the 27th cycle.
The evolution of the average solid temperature at the end of the charge period over thirty
consecutive cycles is shown in Figure (8). It demonstrates that the average solid temperature
grows exponentially with the progression of thermal cycles.

Solid temperature (K)

Cycle number (-)

Figure 8: Evolution of the average solid temperature at the close of the charging process over thirty consecutive
cycles.

The evolution of the fluid outlet temperature and the storage system’s overall effectiveness
throughout discharge over thirty consecutive cycles are shown in Figure (9). It indicates that the
fluid outlet temperature during discharge rises significantly with the increasing cycle number,
it varies between 617K in the 1st cycle and 782K in the 30th cycle. Furthermore, there is an
improvement in the system efficiency as the number of cycles increases; the efficiency ranges
from 3% in the 1st cycle and 80% in the 30th cycle (Figure 9).
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Figure 9: Progression of the outlet fluid temperature throughout discharge and the efficiency of the system over
the thirty cycles.

4. CONCLUSIONS

This work presents a numerical investigation of the thermal dynamics within the energy
storage system of the CSP plant in Ait Baha, Morocco. The two-phase model, which has been
developed and successfully validated, is applied to analyze the storage system’s response during
the charge and discharge processes and to evaluate its performance. Depending on the operating
conditions, numerical simulations are conducted over 30 thermal cycles, corresponding to 30
days of operation. The results of the cyclic behavior indicate that the influence of the thermal
cycles is more noticeable in the initial cycles. It is found that the thermal stratification within the
reservoir is enhanced with the progression of cycles. By the end of the discharge period, the fluid
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outlet temperature increases from 617 K in the first cycle to 782 K in the 30th cycle. Moreover,
as thermal cycles progress, the efficiency of the storage unit has been significantly improved,
reaching 80% in the 30th cycle.
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1. INTRODUCTION

The growing global energy demand, driven by technological and industrial advancements, has
heightened the need for clean energy sources to mitigate environmental concerns associated
with fossil fuels. Solar and thermoelectric energy have emerged as sustainable and cost-effective
solutions[1,2]. As silicon solar cells near their theoretical efficiency limits, researchers are
increasingly exploring alternative materials that exhibit superior photovoltaic properties|[3].
Organic perovskites, introduced in 2009[4], have emerged as promising alternatives,
demonstrating significant advancements in photovoltaic efficiency reaching 25.5% within a
decade driven by their exceptional electronic and optical properties[5,6]. However, issues like
environmental toxicity (Pb*") and stability challenges under moisture and heat prompted the
development of lead-free double perovskites (LFDPs)[7].

First-principles calculations have enabled researchers to identify eleven materials with suitable
bandgaps for photovoltaic absorption, including Cs;CuSbCls and Rb,CuSbCls[8,9]. However,
only a limited number of these materials, such as Cs,AgBiBrs[10], Cs,AgBiCls[11], and
(CHsNH;),AgBiBrg [12], have been successfully synthesized. Furthermore, simulations play
a crucial role in understanding the properties and performance metrics of various materials,
complementing experimental research [13-15]. Recent studies have investigated the Power
Conversion Efficiency (PCE) of lead-free double perovskite (LFDP) solar cells using numerical
simulations, such as SCAPS-1D[16]. Utsho et al. investigated the use of Cs;CuBiBrs as the
absorber layer and Cu-based thiogallate (CBTS) as the hole transport layer (HTL), examining
the impact of varying electron transport layers (ETLs) including WS,, Cs, PCBM, and TiO; on
solar cell performance. The corresponding Power Conversion Efficiencies (PCEs) achieved were
19.70%, 18.69%, 19.52%, and 19.65%, respectively[17]. Additionally, a Cs2TiBr6 based double
perovskite solar cell (PSC) was simulated using SCAPS-1D and Density Functional Theory (DFT)
calculations, confirming a bandgap of 1.6 eV. The cell employed La-doped BaSnO; (LBSO) as the
ETL and CuSbS; as the HTL. Optimization of the absorber thickness, defect density, and bandgap
resulted in an impressive PCE of 29.13%[18]. Moreover, an analysis of the ITO/ETL/Cs,AgBiBrs/
Cu;O/Au structure, with Cs;AgBiBrs as the absorber layer, Cu,O as the HTL, and TiO; as the
ETL, achieved a PCE of 18.83%, highlighting the potential of lead-free double perovskite solar
cells[19].
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This study aims to explore the potential of the double perovskites Rb,CuAsZs (Z = Br, Cl) for
applications in optoelectronic and photovoltaic devices. The investigation will begin with a
structural analysis, followed by an in-depth examination of the electronic properties crucial for
optoelectronic functionality. Subsequently, the optical characteristics will be calculated up to 10
eV. Finally, the efficiency of Rb;CuAsCls as the absorber layer in a solar cell will be evaluated
using SCAPS-1D software.

2. COMPUTATIONAL FRAMEWORKS

2.1. Computation of Rb,CuAsZ;, properties using DFT

The optical, electronic, and structural characteristics of the double perovskites Rb,CuAsZs (Z =
Br, Cl) were investigated using density functional theory (DFT) calculations with the Quantum
ESPRESSO package[20]. Broyden-Fletcher-Goldfarb-Shanno (BFGS) method was used to
optimise the crystal formations[21,22]. The Perdew-Burke-Ernzerhof (PBE) functional was
employed to describe the exchange-correlation interaction within the Generalized Gradient
Approximation (GGA) framework([23,24]. The convergence criteria for structural optimization
were set to 10 eV/atom for total energy and 10 eV/A for the maximum force. An 8 x 8 x 8
Monkhorst-Pack k-point grid was employed for Brillouin zone sampling during the optimization
process, ensuring accurate structural relaxation. The kinetic energy cutoft (Ecut) was set at 70 Ry.
The calculations of electronic properties, the GGA-PBE was employed with a denser 12 x 12 x
12 k-point grid. To overcome the band gap underestimation inherent to this approximation, the
HSEO06 hybrid functional with norm-conserving pseudopotentials (NCPP) was used to estimate
the band gap.Additionally, the dielectric function was obtained using PBE with norm-conserving
pseudopotentials Within the Random-Phase Approximation (RPA) framework, calculations
were performed using the Yambo code [25].

2.2. Simulation methodology

The one-dimensional Solar Cell Capacitance Simulator (SCAPS-1D) is a widely used open-
source numerical simulation program for analysing solar cell performance. This study aimed to
design a double perovskite solar cell and comprehensively evaluate its performance under the
Air Mass 1.5 Global (AM1.5G) spectrum by numerically solving Poisson’s equation alongside the
electron and hole continuity equations[26], using SCAPS-1D version 3.3.11.

Poisson’s equation:

0 oV N -
—a—(—g(x)—) = q[p(x)—n(x)+ND (x)—NA (x)+p,(x)-n, (x)] (1)
X Ox
Continuity equation for electrons:
1% 6,-r, (2)
ox q Ox

Continuity equation for holes:

»_ 1Y,

ox g o +G,-R, (3)

The following symbols represent the respective physical quantities: q denotes the electronic
charge, € the dielectric permittivity, V the electric potential, p(x) the free hole concentration,
n(x) the free electron concentration, N4 (x) the concentration of ionized acceptors, Np*(x) the
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concentration of ionized donors, nt(x) the electron trap density, and pt(x) the hole trap density.
Furthermore, the current densities, generation rates, and recombination rates for electrons and
holes are represented by J.,, ], Gu, Gy, Ry, and Ry, respectively.

3. RESULTS AND DISCUSSION

3.1. Structural Properties

The lead-free double perovskite Rb.CuAsZs (Z = Br, Cl) crystallizes in a cubic unit cell within the
Fm3m space group (no. 225), as illustrated in Figure 1.

The Wyckoft positions occupied by Rb, Cu, As, and Br/Cl atoms in the structure are 8c, 4b, 4a,
and 24e, respectively. The structural optimisation determines the equilibrium volume at which
the material attains its minimum total energy, corresponding to its most stable configuration,
known as the ground state energy.

The calculated equilibrium volumes, total energies, and unit cell parameters for the double
perovskite structures Rb,CuAsBrs and Rb.CuAsCls are summarized in Table 1.

The increase in the ionic radii of the halogens from Cl to Br accounts for the decrease in the
lattice constant as we move from Rb,CuAsBrs to Rb.CuAsCls. Furthermore, the stability of
both compounds was evaluated by calculating the Goldschmidt tolerance factor (tg) using the
following formula[27]:

Tpp T1,

tG:f(r o j (4
2| G—A 4y,

2

along with the formation energy (Ey), which was calculated using the following expression[28]:

Elecusts (EszcMAszﬁ —[ZERb +E“+E® + 6EZ]) /10 (5)

In this context, ERb,CuAsZs represents the total energy of Rb;CuAsZs (Z=Br, Cl). The terms E®,
E®, E*, E” correspond to the energies of isolated Rb, Cu, As and Z (Br, Cl) atoms, respectively,
while rrs, rew ras, and rz represents the atomic radii of the Br and Cl atoms.

The negative formation energies calculated for both perovskites, as presented in Table 1,
demonstrate their thermodynamic stability. Additionally, the tolerance factor values, which fall
within the required range for a cubic structure (0.8 < t; < 1.0), further substantiate the stability of
Rb,CuAsBrs and Rb,CuAsCls, as detailed in Table 1.

O R
°Cu
OAS

© Br/Cl

Figurel. FCC (Face-Centered Cubic) crystal structure of Rb-CuAsZs (Z = Br, ClI).
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Table 1 Optimised Cell parameters and phase stability of Rb:CuAsZs (Z=Br, Cl).

Parameters Rb2CuAsBrs Rb2CuAsCls
Lattice Constant (A) 10.69 10.13
Volume at ground state- V) (a.u®) 2072.97 1757.2
Ground State Energy-Eo (Ry) -3574.92 -1345.76
Tolerance Factor-te 0.98 1
Formation Energy-Es(eV/atom) -0.81 -1.17

3.2. Electronic properties

Understanding the electronic properties of a material, such as its energy band gap and density of
states, is essential for predicting its performance in photovoltaic and optoelectronic applications.
Based on the band structure calculated using the PBE-GGA method, as shown in Figure 2a and
Figure 2b, the band gaps are determined to be 0.18 eV (L-X) for Rb.CuAsBrs and 0.49 eV (L-
X) for Rb,CuAsCls, highlighting their semiconducting nature with a small indirect band gap.
However, it is well known that the GGA-PBE approximation often underestimates the band gap
of double perovskites[29]. Conversely, the use of the HSE06 functional enables the calculation of
band gap values that more accurately align with experimental measurements. For Rb,CuAsBrs
and Rb,CuAsCls, the band gaps are determined to be 0.64 eV and 1.09 eV, respectively, as shown
in Figure 2c and Figure 2d. the smaller atomic radius of Cl is responsible for the increase in the
band gap that results from replacing Br. The bandgap values of these lead-free double perovskites,
which Rb,CuAsCls satisfies by falling within the ideal range from 0.9 to 1.6 eV for solar cell
efficiency, are a key factor determining their suitability for photovoltaic applications[30].

RbyCuAsBrg

s (a) | (b) HSE06

PHE-GGA

Energy (eV)

Ill.rz('ll.’h('l‘1

6 s —_—
| () I (d)\_/\/ HSEDS

PHE-GGA

s K
E =046 ¢V : E,=1.00 eV

b

Ey

Energy (eV)
=
Energy (eV)
=

Figure 2. band structures calculated for (a, b) Rb2CuAsBrs and (¢, d) Rb2CuAsCls using PBE-GGA and HSE06.
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A key factor in evaluating the performance of optoelectronic and photovoltaic materials is the
effective mass of charge carriers. To assess the performance of these materials in such applications,
it is crucial to determine the effective masses of both electrons and holes. Accordingly, using
the method described in Equation (6)[31], we fitted a parabolic function near the valence band
maximum (VBM) and conduction band minimum (CBM) at high symmetry points (L-X) to
calculate the effective masses of electrons and holes.

= B FE—(")} (6)

Where E(k) represents the energy of the charge carrier as a function of its wave vector, and h is
the reduced Planck’s constant.

The effective masses calculated and presented in Table 2 demonstrate small values for both carrier
species, thereby directly enhancing the material’s ability to absorb phonons and generate electron
pairs. These attributes are critical for the functionality of a variety of applications, including solar
cells and optoelectronic devices like LEDs[32].

Table 2. Calculated Effective Mass (m*) and Band Gap (E,) of Rb2CuAsZs (X = Br, Cl) Using PBE-GGA and HSE06
Approximations.

Perovskites PBE (eV)  HSEO06 (eV) (me*)/me (my*)/me £(0)
Rb2CuAsBrs 0.18 0.64 0.26 0.25 9.27
Rb>CuAsCls 0.49 1.09 0.36 0.30 6.75

3.3. Optical properties

Calculating optical properties is crucial for advancements in optoelectronic and photovoltaic
technology. This analysis is essential for understanding how materials interact with light,
particularly their ability to absorb and emit it, which is governed by inter-band and intra-band
transitions. In this context, only inter-band transitions are considered due to their significant
impact, while intra-band transitions are disregarded due to their lower probabilities and minimal
contribution to overall optical properties. This section presents a comprehensive examination of
the optical characteristics across the photon energy spectrum from 0 to 10 eV, aiming to evaluate
the potential of perovskite materials Rb.CuAsZs (Z = Br, Cl) for optoelectronic and photovoltaic
applications.
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-
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Figure 3. The absorption coefficients as function of wavelength of Rb.CuAsZs (X=Br, Cl) LFDPs.
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Figure 3 displays the absorption coefficient of Rb,CuAsZs perovskites across a wavelength range
from 250 nm to 1200 nm. The absorption edges, occurring around 380 nm for Rb,CuAsBrs and
600 nm for Rb,CuAsCls, align with their respective band gaps. Notably, Rb,CuAsBrs exhibits
higher absorption, peakingat 5.31x10° cm™ around 525 nm, surpassing Rb,CuAsCls, which peaks
at 5.02x10° cm™ around 490 nm within the visible energy range. Additionally, both perovskite
materials also showed significant absorption in the NIR (near-infrared) spectrum. Additionally,
the varying band gaps of these materials contribute to their versatility in practical applications.
Specifically, Rb,CuAsCls is more suitable for solar cells due to its stability and absorption in the
visible spectrum, whereas Rb,CuAsBrs is better suited for infrared sensors.

The reflectivity analysis of Rb,CuAsZs (X=Br, Cl) perovskite, as depicted in Figure 4, reveals
static reflection coeflicients, with R (0) values of 12% and 17% respectively. Across a wavelength
range of 250 nm to 1200 nm, the peak reflectivity remains approximately 40% within the visible
spectrum. However, it starts at under 20% in the ultraviolet range, suggesting

that most photons either penetrate the material are absorbed by it.

50
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Figure 4. The calculated reflectivity as function of wavelength of Rb-CuAsZs (X=Br, Cl) LFDPs.

3.4. Efficiency of Perovskite Solar Cells Based on Rb.CuAsCls Absorber Layer

The simulation of photovoltaic (PV) systems, particularly through tools like SCAPS, is an
excellent method for assessing the materials’ effectiveness in solar cell applications. SCAPS is
commonly used in research on thin-film solar cells. It allows researchers to model the thickness
of multilayer systems and analyse how various design elements and material parameters influence
the photovoltaic efficiency of these devices.

Figure 5 illustrates the perovskite solar cell (PSC) utilises an n-i-p architecture in the device
modelling.

AMULSG spectrum

Figure 5. Schematic of the solar cell structure FTO/TiO,/Rb,CuAsCly/Spiro-OMeTAD/Cu.
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A Spiro-OMeTAD (hole transport layer-HTL) combined with a titanium dioxide (TiO.) electron
transport layer-(ETL) is separated by the Rb.CuAsCls p-type absorber layer. Fluorine-doped tin
oxide (FTO) serves as the front contact anode, while the cathode is composed of copper, which
has a work function of 4.65 eV.

Table 3 presents the input parameters used in SCAPS-1D for each layer of the structure, including
FTO, TiO;, Rb,CuAsCls, and Spiro-OMeTAD. The listed parameters include the effective density
of states in the conduction and valence bands (N© and Nv), defect density (N;), band gap energy
(E,), electron affinity (), relative permittivity (), donor and shallow acceptor concentrations
(N? and N,), electron and hole mobilities (u, and ), and layer thicknesses. Furthermore, a
uniform thermal velocity of 107 cm/s is assumed for both electrons and holes across all layers.

Table 3 The input parameters for SCAPS-1D using the Rb-CuAsCls-based solar cell at 300 K.

Parameters FTO [33] TiO, [34] Rb.CuAsCls Spiro-OMeTAD [35]
Thickness (um) 0.5 0.1 0.4 0.02
E8 (eV) 3.5 3.2 1.09 2.8
¥ (eV) 44 4 434 2.05
‘. 9 9 6.75 3
NC (1/cm?) 2x10'8 2x10 5.43x10' 2.2x10"
NV (1/ecm?) 1.8x10" 1.8x10" 4.13x10® 1.8x10%
W2 (cm? V/s) 20 100 317 1x10*
wp (cm? V/s) 10 25 390 2x10*
NP (1/em?) 10 10'6 10 0
NA(1/cm?) 0 0 10% 10v
N'(1/cm?) 10" 10%° 10 10%°

In all our simulations, the temperature was controlled at 300 K, whereas the series (Rs) and shunt
resistances (Rq,) were fixed at 1 {2 and 103 €2, respectively, with an illumination intensity of 1000
W/m? under AM1.5G conditions.

Figure 6a displays the energy levels of the layers, whereas Figure 6b illustrates the band diagram
of the FTO/TiO,/Rb,CuAsCls/Spiro-OMeTAD/Cu cell.
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Figure 6. (a) band alignment (b) Diagram of the band energy determined by SCAPS simulation.

At the TiO,/Rb,CuAsCls interface, the presence of a TiO; layer is associated with the formation of
a built-in field and a notable VBO (Valence-Band Offset) of 2.9 eV. This configuration effectively
impedes the movement of holes towards the TiO; layer. Conversely, the CBO (Conduction Band
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Offset) of 0.52 eV at the TiO./Rb,CuAsCls interface is relatively low, facilitating efficient electron
movement from Rb,CuAsCls to TiO, and subsequent collection by the FTO (fluorine doped
tin oxide) electrode. Moreover, the substantial barrier at the Rb,CuAsCls/HTL interface (Spiro-
OMeTAD = 0.9 eV) and the intrinsic field at the Rb,CuAsCls/hole transport layer interface, this
can be ascribed to the organic HTLs higher least-occupied molecular orbital (LUMO) level,
which facilitates efficient electron blocking. Holes can easily migrate to the electrode due to the
small energy offset at the Rb,CuAsCls/Spiro-OMeTAD interface, measured at 0.59 eV.

Figure 7a illustrates the variation in ETL (TiO;) thickness within the range of 20 to 100 nm and
examines its impact on PCE and FE The results show that at thinner layers, particularly below 30
nm, both PCE and FF are reduced due to the increased prominence of defects. These defects create
direct contact points between the perovskite and the cathode, leading to charge recombination.
Furthermore, increasing the TiO; thickness mitigates recombination by providing more efficient
charge transport pathways, thereby improving both PCE and FF. The performance stabilises at a
thickness of approximately 100 nm.

Furthermore, the variation of PCE and FF as a function of HTL (Spiro-OMeTAD) thickness, as
shown in Figure 7b, demonstrates that both parameters decrease linearly with increasing HTL
thickness. This decline can be attributed to the introduction of bulk defects in thicker HTLs,
which facilitate non-radiative recombination. Such recombination reduces the number of
collected charge carriers, thereby adversely affecting both PCE and FF.
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Figure 7. PCE and Fill Factor (FF) versus Thickness for (a) ETL Layer and (b) HTL Layer.
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The PCE and FF of the absorber layer are optimized by varying its thickness from 300 nm to 1000
nm, as illustrated in Figure 8.
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Figure 8. The effect of the absorber layer thickness on PCE and FE

The PCE increased with thickness, reaching a maximum at 400 nm, with the highest efficiency
recorded at 20.63%. However, beyond this optimal thickness, the PCE declined. Nevertheless, the
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PCE decreased beyond this optimal thickness, as the perovskite thickness exceeded the carrier
diffusion lengths for both electrons and holes, despite the enhanced generation of charge carriers,
resulting in higher rates of recombination and, consequently, a decrease in efficiency. Moreover,
the FF values fall dramatically with increasing Rb,CuAsCls layer thickness.

Numerous defect types, including vacancies, interstitials, Schottky, and Frenkel defects, can be
observed in the perovskite layer. At high defect concentrations (N;), the stability of perovskite
solar cells (PSCs) is significantly reduced. In addition, high defect concentrations also affect
carrier mobility by impeding the collection process, further reducing the fill factor and overall
efficiency.

The effect of the absorber layer defect density on device performance was examined by modelling
the system’s efficiency across a range of absorber defect densities, from 10** cm™ to 10*® cm™.
The power conversion efliciency () ) for each absorber defect density is shown in Figure 9, along
with the J-V characteristics for each defect density. The results indicate a decrease in efficiency
from 25.21% to 5.62% over this range.

The open-circuit voltage (V,) shows a clear decline, attributed to enhanced non-radiative
recombination, which raises the saturation current (Jo) according to the formula[36]:

V= nk,T m[ﬁuj (7)
q 0

where Kz is the Boltzmann constant, q is the elementary charge, J. is the short-circuit current
density, Jo is the saturation current density and n stands for the ideality factor.

[
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Figure 9. J-V characteristics for varying concentrations of absorber defects.

According to Table 4, Rb,CuAsCls exhibits a notable improvement in efficiency, characterized
by higher V, J., and fill factor (FF), compared to other lead-free double perovskites, such as
Cs,CuBiBrs, Rb,Snls, Cs;BiAgls, and Cs,AgBiCls-based solar cells. These further underscores
its potential for future solar cell applications. Under an AM 1.5 solar spectrum, the maximum
Shockley-Queisser efficiency limit for a single-junction solar cell is approximately 33% for a band
gap of 1.4 eV. With a band gap of 1.09 eV, the efficiency of Rb,CuAsCls-based solar cells in our
study was 20.63%, corresponding to 62% of the theoretical limit.

Despite advancements, several challenges persist, including the occurrence of defects and
contaminants during experimental fabrication. These defects serve as recombination centers
in solar materials, thereby diminishing the efficiency of solar cells composed of this material.
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Consequently, addressing these issues remains a key area of investigation within the scientific
community.

Table 4. A comparative analysis of the single-junction solar cell results obtained in this work in relation to
experimental and theoretical findings reported in previous research.

Device structure Photovoltaic parameters Type of research References
-Year
Voc (V) Isc FF (%) n (%)
(mA/cm?)
ITO/Cu-NiO/Cs,AgBiBrs/Ceo/ 1.01 3.19 69.2 2.23 Experimental-2018 [37]
BCP/Ag
ITO/Sn0O2/Cs,AgBiBr/spiro- 0.92 11.40 60.93 6.37 Experimental- 2022 [38]
OMeTAD/Au
ITO/ZnO/Cs,BiAgl/CBTS/ 1.08 23.76 83.78 21.59 Simulation-2022 [39]
Au
ITO/WS,/Rb,Snls/CdTe/Ni 1.08 44.67 82.71 24.95 Simulation-2024 [40]
ITO/TiO,/Cs,CuBiBrs/CBTS/ 0.71 35.62 77.52 19.65 Simulation- 2025 [41]
Ni
FTO/TiO,/Rb,CuAsCly/spiro- 0.81 38.33 68.65 20.63 Simulation-2025 This work
OMeTAD/Au

4. CONCLUSION

The structural and optoelectronic characteristics of the lead-free double perovskites Rb,CuAsZs
(Z = Br, Cl) were thoroughly analysed in this work. Formation energy calculations and the
tolerance factor were used to assess structural stability. Using the HSE06 approach, indirect band
gaps (Eg) of 0.64 eV and 1.09 eV were found for Rb.CuAsBrs and Rb,CuAsClg, respectively. Due
to their high optical absorption coefficients (approximately 10° cmX'), predominantly in the
infrared-visible wavelength region, these materials exhibit significant potential as optoelectronic
and photovoltaic materials.

Additionally, the use of a planar n-i-p PSC with an absorber layer composed of Rb.CuAsCls was
proposed. By adjusting the absorber’s defect density and the thicknesses of the hole transport layer
(HTL), electron transport layer (ETL), and perovskite absorber layer, SCAPS-1D simulations
were used to thoroughly analyse the performance of the PSC. The optimised device demonstrated
a fill factor-(FF) of 68.65% and a power conversion efficiency-(PCE) of 20.63%.
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ABSTRACT

A car’s passenger cabin’s heating, ventilation, and
air conditioning system is the biggest auxiliary charge,
other than the primary traction charge. It may cause a
vehicle with a motor to increase its energy consumption
by up to 25%. The main factor contributing to the
passenger compartment’s excessive warmth is the car’s
exposure to maximum sun radiation. The goal of this
study is to predict the thermal loads of the studied
vehicle. Indeed, energy-saving measures such as using
various types of insulating and storing materials have
been implemented in this paper to predict their impact

on the vehicle’s interior thermal loads.

The inside fluid domain of a cabin was modeled and simulated using CATIA and FLUENT

to investigate the temperature drop in the car’s cabin based on their thermal characteristics.

Computational Fluid Dynamics (CFD) simulations were used Using a vehicle cabin CFD model

that was verified by climatic measurements, simulation information covering the full range of

boundary conditions that affect thermal loads was methodically generated. The results strongly

supported the CFD study, highlighting its effectiveness in analyzing the key parameters impacting

the internal thermal loads. They reveal that aerogel polymers are distinguished by a significantly

superior insulating capacity, reducing energy consumption by up to 40% compared to existing

materials. These findings pave the way

vehicles.

for adopting highly economical and well-optimized
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1. INTRODUCTION

Since almostall cars now have air conditioning, ithasbecome a necessary element of contemporary
automobiles [1]. During hot summer months, 5-15% of the energy needed for vehicle propulsion
may be used for air cooling [2]. Drivers need warmth rather than cooling in colder climates. The
range of the electric vehicle may be greatly reduced if direct electrical heating through resistive
parts is powered by battery power [3]. For instance, cold weather can reduce an EV’s range by up
to 50% due to the energy required to heat both the cabin and the batteries [4].

In order to maximize the efficiency of the heating system in automobiles, it is critical to recognize
that solar radiation and ambient temperature are important heat sources that impact passenger
vehicles comfort [5]. Hence, controlling the flow of heat via the car’s external surfaces is essential
[6]. Indeed, the windows and interior wall surfaces allow solar radiation to enter the vehicle
compartment both directly and indirectly. Due to this, the cabin air temperature increases [7].
Several investigations have examined how to anticipate the interior temperature of a car using
models or experimental testing to improve thermal comfort [8]. Additionally, many studies
address the characteristics of car surfaces, such as the kind of windows and walls, as well as
the vehicle’s overall design. A heating technique was developed by R. B. Farrington et al. [9]
to quantify the energy of solar radiation that solar-reflective glazing rejects. Additionally, they
took measurements of soak temperatures in several car models with various glass configurations.
They also forecasted how improved glass will affect the vehicle’s occupants’ thermal comfort.
C. Croitoru et al. [10] investigated comfort and thermal environment models for vehicles by
combining thermal psychological models with cabin CFD simulations. However, they had
to use manikins, which took a lot of time and money, because of computational limitations.
J. W. Lee Lee et al. [11] investigated how temperature and airflow in an automobile cabin are
affected by spectrum sun radiation. They discovered through CFD simulations that the spectrum
distribution of light caused the temperature to rise by 3°C, emphasizing how crucial it is to take
this effect into account for precise thermal conditions and airflow forecast. W. Huo et al. [12]
investigated a car’s cabin’s thermal comfort using CFD, and assessed how the field synergy angle
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affected heat distribution. They discovered that heat transmission performance is enhanced by
a smaller synergy angle. H. Krishnaswamy et al. [13] investigate how vehicle structure affects
air conditioning efficiency. They alter a small, low-cost Indian automobile by moving the air
conditioner’s outlet. 1. Nastase et al. [14] investigate the thermal comfort of passengers in
automobiles, with an emphasis on electric vehicles (EVs). They discuss current norms, ideas of
thermal comfort, and the unique difficulties faced by EVs. They emphasize in their conclusion
the necessity of modifying thermal comfort requirements to account for the particularities of EV
cabins. Hariharan. C et al. [5] use CFD simulation to examine how a vehicle’s HVAC system
affects energy consumption. In order to lower cabin temperatures, they investigate the impact of
window coverings and insulation. Based on HVAC settings, glazing characteristics, and climatic
factors, A. Warey et al. [15] utilize CFD simulations to forecast thermal comfort in a car’s cabin.
Instead of depending on computationally costly simulations, they provide precise estimates of
the Equivalent Homogeneous Temperature (EHT) and indicators like Predicted Mean Vote and
Predicted Percentage of Dissatisfied. P. Bandi et al. [16] investigate how the temperature of a car
cabin exposed to sunlight is affected by meteorological factors. They assess the driver position
temperature and examine temperature cabin using CFD simulations.

Despite the large number of studies conducted on vehicle cabin thermal management, recent
research still has a significant research lack, as the latest published study is that of Hariharan in
2022 [5], which lends our study a unique character and enhances its contribution to the corpus of
current knowledge. As shown in figure 1, This study aims to determine the energy consumption
for cabin temperature and examine the thermal performance of electric vehicle (EV) cabins.
Evaluating the possible energy savings that could be attained by upgrading insulating materials is
the goal. The findings of this study will aid in maximizing EV energy use, resulting in increased
driving range and the sustainability of electric mobility as a whole. They will increase range,
boost battery efficiency, and increase the sustainability of electric transportation in general.

Weather conditions
Material Boundary
characteristics conditions
| ~
i CFD — Results: Internal Optimizing Thermal
i analysis temperature ofthe insulation
. vehicle
! N

O i

Figure 1. Overview of the temperature simulation method.

2. METHODOLOGY

2.1. Governing equations and boundary conditions

To study fluid behavior under different boundary conditions, including sun radiation, climate
change, and ambient temperature, a CFD model of the fluid in the car cabin is constructed.
Newton’s second law and the conservation of mass, momentum, and energy equations are used to
derive partial differential equations, and approximations are used to obtain numerical solutions.
The Navier-Stokes equations, which are essential to CFD, explain the energy conservation of
mass and momentum [17]:

Momentum Equation (1) (Conservation of Momentum):
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%+V-(puu)=—v,o+v-r+f (1)
where f stands for the external forces, p for the pressure, and 7 for the stress tensor.
Continuity Equation (2) (Mass Conservation):

P v (o) =
2V (pu)=0 )

The velocity vector is represented by u, and the fluid’s density is represented by p.

Energy Equation (3) (Conservation of Energy):
%W-(p&) — V- (kVTu) +® 3)

where viscous dissipation (@), thermal conductivity (E), temperature (T), and total energy (E).
The CFD model receives time-dependent inputs from the models of solar radiation and ambient
temperature. Two distinct thermal boundary conditions, convective and heat-flux were applied
consistently throughout the analysis. The input parameters utilized in this study were selected
in Morocco in order to ensure that the analysis represents relevant and realistic meteorological
conditions [18]. The boundary conditions and surface material properties for the internal fluid
flow were listed in Tables 1 and 2 [5].

Table 1. Vehicle Surface Boundary Conditions.

Heat transfer coefficient Internal Emissivity Transmissivity
(W.m? K%)
Car wall 5 0.26 -
Glass 5 0.49 0.8

Table 2. Insulation material characteristics

Insulation Materials Thermal conductivity Density Specific heat
(W.m.K?) (KJ.kg'K")(Kg/m?)
Polyurethane 0.19 1100 1.76
Thinsulate 0.030 240 1.3
Polymer Aerogels 0.040 300 1.2

2.2. Numerical methodology

An electric car’s geometrical model was made for the analysis. The vehicle’s pedals, storage spaces,
nozzles, and other small components were left out. The vehicle’s measurements (figure 2) are used
to create the model in CATIA v5 software, which is then loaded.

Figure 2. Car design in Catia v5.
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The mesh test is also carried out. The spatial discretization method and convergence tolerances
are examples of solver-specific parameters that have been chosen. These settings optimize
calculation speeds while guaranteeing the simulations’ correctness and stability.

Then the required simulations are run to look at the thermal loads in the passenger compartment.
During mesh generation, the refining and sizing functions were used where necessary to provide
a high-quality mesh and size ratio.

The analyzer used in this investigation has the following solver parameters: 3D; turbulent;
incompressible; K-Epsilon turbulence model; solar heat addition modeled using the solar
irradiation model. Below is an example of how to include a figure.

The CFD model uses wind speed, ambient temperature, and solar radiation as time-dependent
inputs. It is necessary to specify the initial and boundary conditions in order to solve any
computational fluid dynamics issue.

The mesh was created requiring several iterations for each of the transient simulation’s 864-time
steps (100 size) throughout a 24-hour period.

To validate the CFD simulations, the mesh quality was evaluated by checking skewness, aspect
ratio and orthogonal quality parameters, in order to avoid numerical errors. Therefore, by
reducing the residuals of the conservation equations, a convergence test was carried out. These
tests verified that the mesh quality was at its best and that the outcomes were reliable.

2.3. Selection and Definition of the insulation materials studied and
justification

This paragraph will discuss the criteria of insulating materials used in the automotive industry,
highlighting their strengths and weaknesses. Table 2 provides a detailed overview of the thermal
characteristics of these components, including parameters such as density, specific heat. and
thermal conductivity, Polymer aerogel and Thinsulate are distinguished from Polyurethane by its
extremely low thermal conductivity, providing optimum insulation and remarkable durability.
On the other hand, although Thinsulate light weight, which results from its low density (240
Kg/m’®), is unquestionably advantageous, Polymer Aerogels stand out for having a little higher
density (300 Kg/m?), which guarantees stronger durability and long-lasting performance over
time.

On the other hand, the use of this material insulant in vehicles has significant financial
implications. The cost of aerogel families is estimated at between $40/m? and $80/m? while
Thinsulate is generally more affordable. These initial investments can be offset by a significant
reduction in energy consumption in the long term. In addition, aerogel and Thinsulate provide
noticeably superior thermal performance than conventional insulation materials as rock wool
or polyurethane foam (A = 0.030-0.046 W.m-1.K-1) [5]. These materials offer extra advantages
including durability and fire resistance together with more effective insulation that is thinner.
The next section presents the results derived from the CFD study. These results highlight the
efficacy of the suggested insulation materials by providing a thorough examination of their
thermal performance.

3. RESULTS AND DISCUSSION

Figure 3 compares three insulating materials to illustrate how temperature changes inside a
car cabin. Among these, polymers minimize temperature swings and have performant thermal
insulation qualities and a remarkable ability to keep a steady internal temperature in spite of
environmental fluctuations. It still has some vulnerability to heat peaks, though. In contrast,
thinsulate stands out due to its thermal stability. Meanwhile, the third material shows the highest
temperature fluctuations, highlighting its lower effectiveness compared to the other two materials.
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The results indicate that the best insulation material tested in this study performed better than
those reported by Hariharan [5].
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Figure 3. Temperature Variation Over Time for Different Insulation Materials.

The contrast between the highest temperatures attained in the car cabin for each type of insulation
highlights the variations in their thermal performance. The highest temperature recorded for
Polymer was 297.55 K, followed by Thinsulate at 298.006 K. These findings underscore the impact
of insulation type on cabin temperature regulation and emphasize the importance of insulation
selection for efficient thermal management in vehicles. These findings demonstrate how each
kind of insulation impacts cabin thermal regulation and highlight the importance of insulation
choices in vehicle thermal management.

Our primary goal is to maximize our car’s energy usage, especially for the air conditioning system,
which is one of the biggest energy users. Thus, our goal is to assess the chosen material’s energy
efficiency. In order to ascertain whether this insulation material actually lowers the vehicle’s
energy usage, we will use an electrical energy equation to model the air conditioning system:

E=P-t 4)

Where P is electric power and t is time.
Understanding the relationship between the air conditioner’s electric power and coating is
essential.

- 9
"= cor ©)

Where:
Q: Thermal power required (in joules or watts if divided by time).
COP is the performance coeflicient of the air conditioner.

Table 3. Energy Simulation Results (M]).

Material Energy (MJ)
Polyurethane 142.64
Polymers 78.73
Thinsulate 86.65

Based on Table 3, Polyurethane uses 142.64 M]J of energy when the air conditioner is turned
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“ON”. The compressor’s electrical power usage drops to 78.73 MJ when Polymers are included in
the simulation. In the same way, the third material lowers power usage to 86.65 M]J.

The findings demonstrate the substantial influence that insulating material selections have on air
conditioning system energy usage and vehicle interior thermal management. When compared
to polyurethane (301.52 K) and Thinsulate (298.006 K), the incorporation of Polymers allows
for a significant decrease in energy consumption while preserving a lower interior temperature
(297.55 K).

It is observed that the increase in indoor temperature coincides with the heat peaks of the day,
as does the intensity of solar radiation. Thus, the indoor temperature curve is directly linked to
fluctuations in outdoor temperature and the intensity of solar radiation. Similarly, the insulating
materials have great importance.

4. CONCLUSION

This study emphasizes how important thermal insulation materials are for lowering the energy
consumption of a car’s heating, ventilation, and air conditioning (HVAC) system, which under
some circumstances can account for up to 25% of the vehicle’s overall energy consumption and is
one of the biggest auxiliary energy demands.

Examining the thermal efficiency of several insulating materials helped to reduce the excessive
heat accumulation in the passenger compartment, which was mostly caused by solar radiation.
The car cabin’s thermal loads were modeled and evaluated using CFD simulations with realistic
boundary conditions.

The most efficient material, according to the results, is Aerogel Polymers, which achieved the
lowest maximum cabin temperature of 297.55 K and drastically reduced energy usage to 78.73
MJ. On the other hand, polyurethane and Thinsulate used more energy and produced warmer
cabin temperatures, indicating less effective performance.

These results highlight the possibility of enhancing energy efficiency and thermal comfort in
automobiles using cutting-edge insulation materials like aerogel polymers. The usefulness of CFD
simulation as a reliable method for assessing and forecasting the effects of different parameters on
a vehicle’s internal thermal loads is further demonstrated by this study. The knowledge acquired
here serves as a basis for developing thermal management techniques in automobiles and for
creating HVAC systems that use less energy. On the other hand, increasing energy efficiency
by adding the suggested insulators also has a good environmental impact and indirectly lowers
greenhouse gas emissions.

Although the findings of this paper make significant contributions to the field, they also highlight
the need for a thorough investigation into material integration strategies in certain vehicle zones.
This topic is a promising avenue for future research that would allow for a closer examination
of the findings and the provision of practical answers to technical problems related to their
implementation in current vehicle concepts.

In addition, future studies should examine how well these materials function in complicated
geometries or unusual vehicle layouts.

Building on this, a study of the practical steps allowing their large-scale adoption in the automotive
industry can be carried out. This includes the realization of real prototypes to evaluate their
performance, the standardization of manufacturing processes to optimize costs.
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1. INTRODUCTION

The increasing global demand for electricity, the depletion of fossil fuel resources, and the
escalating impacts of global warming have intensified the search for sustainable and renewable
energy solutions such as wind and solar power [1,2,3].

Among these, Wind Energy Conversion Systems (WECS) have gained significant attention due
to their ability to provide clean and efficient energy. However, the nonlinear and fluctuating
nature of wind speed presents a major challenge in maximizing energy extraction, necessitating
the implementation of advanced control strategies [4,5,6]. To enhance energy capture, this study
proposes an intelligent neural network-based Maximum Power Point Tracking (MPPT) control
method especially designed to optimize power extraction under varying wind conditions.
Unlike conventional MPPT techniques, which may struggle with dynamic wind variations, the
proposed method leverages artificial intelligence to improve response time, robustness, and
overall efficiency [7,8,9].

Doubly-Fed Induction Generators (DFIGs) are widely employed in WECS due to their robustness,
durability, and ability to independently control active and reactive power, even under variable
wind speeds [10,11].

However, achieving optimal performance requires efficient control strategies to regulate stator-
generated power while ensuring a unity power factor. Among nonlinear control techniques,
Sliding Mode Control (SMC) has proven to be a powerful approach for enhancing system
performance [12]. Despite its advantages, traditional SMC suffers from chattering, a major
drawback caused by discontinuous control action. To address this issue, this work introduces
an Integral Sliding Mode Control (ISMC) strategy, which significantly reduces chattering while
maintaining high dynamic performance and robustness. The main contributions of this paper
are summarized as follows:

o The development of an intelligent MPPT strategy based on neural networks, applied on a wind
turbine model described in figurel ensuring optimal power extraction from wind energy.

o The implementation of an enhanced ISMC approach for DFIG-based WECS, effectively
mitigating chattering effects and improving system stability.

« A comparative analysis between traditional SMC and the proposed ISMC, demonstrating the
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advantages of the improved control methodology through numerical simulations.

This paper is structured as follows: Section 2 presents the dynamic modeling of the wind energy
conversion system; Section 3 describes the configuration of the control strategies; Section
4 discusses the simulation results, providing a comparative analysis of the different control
approaches; and, finally, Section 5 sums up the research findings and highlights future research
prospects.

b o
MPPT-ANN

Figure 1. Diagrammatic Representation of the Studied System.

2. TURBINE MODEL
The wind turbine is characterized by the following expressions [2]:

P =2 prRVC, (2.5) (1)

In this work, the variations of Cp (A,) are modeled by the following equation.
Cp(A.p)=0 .5(12—.6—0.4,3—5)%]7(_/1—2_1}
i
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2.1. MPPT WITH SPEED CONTROL

Maximizing WECS output power and performance requires MPPT. Additionally, a speed
controller regulates rotor speed by imposing the necessary electromagnetic torque. The MPPT
method generates the reference torque, to maintain the angular speed near its setpoint.
Figure 2 illustrates the MPPT strategy.
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Figure 2. Integration of MPPT methodology.

2.2. ARTIFICIAL NEURAL NETWORKS (ANN)

The ANN model is inspired by the human brain, with interconnected neurons representing the
nervous system. Each connection has a weight, similar to synapses. The study (detailed in Figure
3) uses a static Multi-Layer Perceptron (MLP) network, composed of input, hidden, and output
layers arranged in a feed-forward style. The input layer processes sensor data, while hidden
neurons are placed between the input and output layers.

Figure 3. ANN Internal architecture.

3. DFIG MODEL

With respect to the dq Park reference frame, the DFIG’s dynamic equations including the voltage
equations, the flux equations, and the active and reactive powers” equations are defined by the
equations (3) and (4), respectively, as follows [2,6]:

) d
I/sd = Rslsd +E¢5d _wS¢Sq
. d
I/sq = Rslsq +z¢é“l + a)5¢5d
i (3)
I/rd = Rrir'd +E¢Vd _(a)S _w")¢m
. d
V:'q = R,-qu +E rq +(a)5 _a)’)¢"d
3 -, 3 . .
P =—Re{ x| } ZE(Vsdlsd +Vsq’sq)
el (4)
Qs :EIM{K XIS } :E(VW .Sd _VSdiSq)

4. SUGGESTED ISMC TECHNIQUE

Sliding Mode Control is a robust strategy known for its high efficiency and reliability in both
transient and steady states, especially against system nonlinearities and disturbances [13,14]. It
uses a discontinuous signal to drive the system to the sliding surface. However, the chattering
phenomenon limits its use. This research develops an Integral Sliding Mode regulation technique
to reduce chattering and regulate powers of DFIG [15].

The state representation of the DFIG is given by the equations:
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5. RESULTS AND DISCUSSIONS

The simulation evaluation of this sub-section employs a 1.5 MW DFIG model-based wind
turbine. Figure 4 shows the simulated wind speed profile, which ranges from 7 to 9 m/s. Figures
5 and 6 show real-time variations of the power coefficient and TSR. At a 0° angle 3, the power
coefficient reaches its optimal value of 0.477, corresponding to the optimal TSR of Aopt =8.14.
Figure 7 shows that the ANN-MPPT controller keeps the DFIG’s rotor speed close to the critical
synchronous speed, following real-time data with no overshoot, demonstrating efficient and
effective control under hyper- and hypo-synchronous conditions.
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Figure 10. THD: (a) FOC_PI and (b) ISMC.

Figures 10(a) and 10(b) display the THD spectral analysis of the stator current for the @ phase,
comparing the FOC_PI and ISMC controllers. Using FFT for frequency domain analysis, the
FOC_PI shows a THD of 0.91%, while the ISMC significantly reduces it to 0.38%, demonstrating
that the ISMC effectively minimizes current harmonics.
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Table 1. Evaluation of FOC_PI vs adaptive ISMC.

Performance FOC used PI ISMC
Response time (s) 0.403 0.294
THD i_sa (%) 0.91 0.38
Rise time (s) 0.268 0.196
Set point tracking Good Very Good

Table 1 compares the ISMC and FOC_PI in terms of static error, response time, THD of Isa
current, and set-point tracking, showing significant improvements with the ISMC, including
reduced harmonics, minimal static errors, faster response, and better set-point accuracy. This
makes it suitable for the field of wind turbines [16].

6. CONCLUSION

This study introduces the DFIG and turbine model. It implements an MPPT strategy with an
ANN-based speed controller, which efficiently tracks peak power. ISMC and FOC_PI controllers
are applied to regulate the DFIG’s power flow components, with simulation results showing that
ISMC outperforms FOC_PI in accuracy, reduced current distortion, improved dynamics, and
better reference tracking. Using FFT for frequency domain analysis, the FOC_PI shows a THD of
0.91%, while the ISMC significantly reduces it to 0.38%, demonstrating that the ISMC eftectively
minimizes current harmonics. This makes it suitable for analyzing dynamic instabilities in wind
energy generation.
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energy performance of a hydronic floor heating system.
To achieve this objective, a two-dimensional numerical
model was developed using COMSOL Multiphysics
software. The finite element method, combined with
the effective heat capacity approach, was employed to
accurately simulate the thermal behavior of the system.

The influence of several parameters, such as PCM type, thickness, and position within the
floor structure, was analyzed to optimize system performance. The results reveal that integrating
a 3 cm thick salt hydrate-based PCM, with a water supply temperature of 40 °C, significantly
improves the thermal inertia of the floor. This configuration ensures a comfortable temperature
(~27 °C) even after the heating system is turned off, with a time lag of 17 hours compared to a
floor heating system without PCM. These findings highlight the potential of PCM in underfloor
heating systems, offering an effective solution to reduce energy consumption in buildings while

maintaining optimal thermal comfort.
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1. INTRODUCTION

The building sector accounts for approximately 40% of global energy consumption [1]. One of
the most effective passive methods to enhance the thermal performance of buildings and reduce
their energy consumption is the integration of phase change materials (PCMs) into structural
elements such as walls, roofs, floors, and ceilings [2]. Incorporating PCMs specifically into
underfloor heating systems represents a significant technological, as it allows for efficient thermal
energy storage and improves indoor thermal comfort [3]. This strategy uses the PCM’s ability to
capture, store, and release heat during phase changes, which reduces energy consumption and
stabilizes internal temperatures.

Numerous studies have examined this technology, highlighting its potential to store and release
heat more efficiently, particularly during periods of energy shortages [4]. For instance, S. Lu et
al [5] integrated a composite PCM consisting of capric acid and hexadecyl alcohol into a floor
heating system, resulting in a 5.87% reduction in energy usage. According to H. Ju etal [6], adding
PCM to a standard heating floor lowers overall running costs by 13.8%, boosts load flexibility by
18.1%, and enhances indoor temperature stability by 8.6%. In this experimental study, B.Y. Yun
et al [7] integrated macro-encapsulated PCMs into a radiant floor heating system to analyze their
effects on thermal comfort and energy savings. The results showed that n-docosane achieved the
greatest power reduction, while n-eicosane demonstrated the highest efficiency in terms of energy
consumption and maintaining the floor’s comfort temperature. W. Cheng et al [8] introduced
PCM panels, known as HCE-SSMCP, composed of (solid paraffin + liquid paraffin) / high-density
polyethylene / expanded graphite into a test room with a floor heating system in a house during
winter. The findings demonstrated that enhancing the thermal conductivity of the PCM within
a certain range could significantly improve the energy efficiency of the heating system. In the
other hand, the feasibility of incorporating PCM into the heating floor is the subject of multiple
research streams that focus on experimental and numerical analysis. K. Huang et al [9] conducted
a study on a new PCM floor consisting of two layers of heating tubes and a macro-encapsulated
PCM layer. They experimentally and numerically analyzed the heat storage and release processes.
The results revealed that the new floor with PCM is capable of releasing 37677.6 k] of heat over 16
hours during the pumping period in an 11 m* room, representing 47.7% of the energy supplied by
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the solar-heated water. The dynamic thermal performance of a floor heating system using phase
change material for thermal storage has been investigated experimentally and numerically by Q.
Zhang et al [10]. According to the findings, PCM with a phase change temperature of 313 K was
suggested because it could reduce the indoor temperature fluctuation range by 2.2 K, and boost
the thermal energy storage rate by 12%. In addition, the radiant floor heating condenser’s heat
transfer performance using composite phase change material was investigated experimentally
and numerically by T. Jiang et al [11].

Using numerical and experimental research, B. Larwa et al [12] investigated the effects of wet and
dry sand, as well as the positioning of PCM containers above and below the pipes, in a radiant
floor system with macro-encapsulated PCM. The study found that the advantageous effects of
wet sand were further enhanced when PCM capsules were placed beneath the pipes. Moreover,
the thermal behavior of floor heating systems incorporating PCMs has been extensively studied
through numerical simulations by various researchers. M. T. Plytaria et al [13] investigated the
efficiency of a heating system incorporating PCM.

They demonstrated that using a Bio PCM (Q29/M91) with a melting point of 29 °C, placed
beneath the tube, optimizes the system’s performance. This configuration reduced the auxiliary
heating load by 65%, increased indoor temperature by 0.8 °C, and minimized both energy
consumption and overall costs. Furthermore, B. Gonzalez and M. M. Prieto [14] developed 2D
models to analyze the performance of radiant floor heating systems integrated with PCM. Their
findings revealed that the incorporation of PCM significantly increased thermal energy storage
(TES) by over 155%, while heat transfer decreased by roughly 18%, resulting in a more consistent
indoor temperature and reduced energy consumption.

In a recent work, Z. Kang et al [15] used Fluent software to numerically create a two-dimensional
model of a heated floor that included the PCM layer.

CFD simulations were used to examine the temperature distributions and heat charging and
discharging behaviors of three low-temperature PCMs. Furthermore, Q. Yu et al [16] studied the
behavior of a floor heating system incorporating two distinct layers of PCM. A coupled numerical
heat transfer model was developed to examine the heat charging and release processes.

The findings reveal that the thermal energy storage floor heating system prevents overheating
while reducing energy consumption by more than 19% during the thermal charging process.
The numerical analysis of the thermal behavior of a floor heating system incorporating two distinct
types of PCM to evaluate their heat storage capacity at the ground level during the intermittent
period and under certain conditions remains relatively unexplored in the literature, particularly
with the use of COMSOL software. Existing studies exhibit certain limitations, highlighting the
need for a more in-depth investigation.

In this context, our work provides an original contribution by addressing these gaps and offering
a detailed evaluation of the system’s thermal performance under various scenarios. More
specifically, we analyzed the impact of PCM placement and quantity variations on the thermal
efficiency of the floor heating system to optimize its energy performance.

2. METHODOLOGY AND APPROACH

2.1. Presentation of the physical model

In the present study, an innovative heated floor model was developed by integrating a PCM layer
to enhance energy and thermal performance, as well as to improve thermal comfort. The floor
structure, illustrated in figure 1, comprises a base layer of limestone and heavy concrete with
respective thicknesses of 300 mm and 100 mm. Directly above, a 50 mm thermal insulation layer
is installed to minimize downward heat losses.
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Figure 1. Structure of floor heating system with PCM, 2D View (X, Y) [17].

A network of heating pipes, arranged in a spiral configuration, is placed above the insulation layer
to ensure the uniform circulation of hot water. The pipes are encapsulated within a 75 mm thick
concrete screed, which serves to distribute heat evenly and provide structural stability. Above the
screed, a 5 mm PCM layer is positioned to retain thermal energy as latent heat during periods
of excess heat and release it when the temperature decreases, enabling passive temperature
regulation. As a final step, A finishing layer made of tiles is applied at the surface, offering a
durable and visually appealing finish while facilitating effective heat transfer.

2.2. Numerical model description

The numerical modeling of thermal interactions within the underfloor heating system with and
without PCM was carried out using the COMSOL Multiphysics software [18]. This software
allows for the simulation of heat transfer processes, as well as the charging and discharging of
the PCM layer integrated into the structure of the underfloor heating system. Indeed, the phase
change phenomenon was modeled using the effective heat capacity approach [19]. This method
effectively replicates the thermal behavior of the PCM during phase transitions, guaranteeing
the accuracy and dependability of the simulation outcomes. By adopting this method, the 2D
model offers a precise and in-depth analysis of the thermal behavior of the system. It allows for
an accurate representation of heat transfer dynamics while significantly reducing computational
complexity.

The heat transfer occurs primarily through conduction, successively passing through the wall
of the hot water pipes, the concrete layer, the PCM layer, and the finishing layer. Moreover, the
finishing layer transfers heat to the ambient air through convection and radiation, ensuring an
optimal distribution of heat in the environment. To streamline the calculations, the following
assumptions were adopted:

1. The heat transfer through the insulation layer is assumed to be negligible.

2. Heat transfer within solid materials (concrete, finishing layer, etc.) is considered two-
dimensional.

3. The PCM’s thermophysical characteristics won't alter during the phase transition process.

4. Due to the liquid’s high viscosity and moderate velocity, natural convection within the PCM
layer is insignificant.

The governing equations used to precisely describe heat transfer across the layers of a heated
floor system with PCM are as follows:

-The thermal conduction equation in solid materials (pipe walls, mortar, finishing layer, etc.) is
governed by Fourier’s equation (1) [20]:
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(pe,), S2 =k V7T, (1)

Where:

(pcy )s represents the volumetric heat capacity of the solid material (product of density p and
specific heat capacity c,.

(9Ts)/ot is the transient term that describes the rate of temperature change over time.

k: V> T; represents the heat conduction term, where k; is the thermal conductivity of the solid
material, and V* T is the Laplacian of temperature, describing the spatial distribution of heat
within the solid.

To model the thermal behavior of PCM, which includes phase transitions (melting/ solidification),
an effective heat capacity method is used. This approach adjusts the specific heat capacity to
represent the latent heat in the thermal conduction equation (2) [19]:

('OCP )eff % - (keffva) (2)

Where Cpeﬁ is calculated using equation (3) [20]:

C,,,if T<T,-6T

CcC +C L
C.(T)= ps ol oy GfT=T 3
ar (T) s i T=T, (3)
C,., if T>T,+6T

Where: (L) is the latent heat of fusion of the PCM (J/kg), (Ty,) the average melting temperature
(K) and (8T) the temperature range over which the phase change occurs. In addition, the liquid
fraction of a PCM represents the proportion of the material that has transitioned from the solid
state to the liquid state at a given moment, depending on the temperature or the applied thermal
energy. This fraction P is calculated using equation (4) that links the PCM’s temperature to its
melting temperature [20].

Be=0ifT<T, —%(solidphase)
B=3 B,=[0.1] .if T =T, (mixed phase) (4)

B =1ifT>T, +A7T(liquid phase)

The following are the initial and boundary conditions:

1. The initial temperature of the heating system with PCM is set at 20°C (t=0).

2. The upper surface of the floor interacts with the indoor environment, exchanging heat through
both convection and radiation. with a radiation emissivity factor of 0.9.

3. The lateral boundaries of the heated floor are considered adiabatic.

4. The insulation layer beneath the piping is defined as an adiabatic boundary to minimize heat
losses downward.

2.3. Validation
The 2D numerical model of the heated floor, developed using COMSOL software, was validated by
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comparison with the experimental results obtained by Larwa et al [12]. The analysis of the relative
error in the surface temperature of the floor shows a minimal discrepancy of approximately 2.33%
between the numerical and experimental data, exhibiting a high level of consistency between the
numerical model and the findings reported in the literature.

3. RESULTS AND DISCUSSIONS

3.1. Types of PCM

In this investigation, two types of PCMs were tested under an inlet temperature of 40 °C to assess
their performance in terms of thermal storage capacity and thermal regulation.

The studied PCMs have distinct melting temperatures and thermal capacities, which allows for
comparing their efficiency in the context of a floor heating system.

The thermo-physical properties of each PCM are detailed in the following Table 1.

Table 1. Thermo-physical properties for the different PCM [12, 21].

Type of PCM Salt hydrates Organic alkanes
S27 N-octadecane
Density (Kg/m?®) 1530 722
Thermal conductivity (W/m. K) 0.54 0.192
Melting temperature Tm (°C) 27 29.95
Latent heat of fusion (kJ/Kg) 185 186.5
Specific heat capacity (kJ/Kg. K) 2.200 2.153

Figure 2 shows the evolution of the floor surface temperature (°C) as time progresses (h) for three
scenarios: without PCM, with salt hydrate as an inorganic PCM, and with N-octadecane as an
organic PCM.
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Figure 2. Evolution of floor surface temperature of heating system with and without PCM (salt hydrates and
N-octadecane).

It can observe that the heated floor system without PCM shows no ability to store thermal energy,
resulting in significant fluctuations and a rapid decrease in temperature.
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In contrast, the temperature of the floor heating, incorporating a layer of hydrated salt with a
thickness of 1 cm, gradually increases to stabilize around 32 °C during an extended heating period.
This thermal behavior exceeds that of N-octadecane, whose temperature stabilizes between 28
°C and 30 °C. After the heating is stopped, the salt hydrate stands out for its superior ability to
release heat, maintaining high temperatures for a longer duration compared to the reference case.
On the other hand, n-octadecane releases heat over a narrower temperature range, stabilizing
around t= 3h before rapidly decreasing to reach thermal equilibrium.

These results highlight that the choice of salt hydrates as PCM is particularly advantageous due
to their specific thermal properties, including high thermal conductivity, significant specific heat
capacity, substantial latent heat of fusion, and superior thermal storage capacity.

This ensures effective thermal storage within the comfort temperature range for an extended
period.

3.2. Impact of thickness
Figure 3 shows the effect of the thickness of the salt hydrate-based PCM layer embedded in the

soil on the surface temperature of the floor heating, comparing different PCM thicknesses of 1
cm, 2 cm, and 3 cm with the reference case (without PCM).
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Figure 3. Evolution of floor surface temperature for difference thickness of PCM (salt hydrate)

During the heating period, the increase in the thickness of the PCM layer based on salt hydrate
slightly slows the initial temperature rise compared to the reference case, due to the greater mass
of PCM, which introduces higher thermal inertia.

After the heating is stopped, it is evident that heat dissipation with a 3 cm thick layer is very
gradual, reducing thermal fluctuations and ensuring prolonged heat release for 17 hours. This
layer maintains a temperature of 27 °C, with a divergence of 6.98 °C, 6.85 °C, and 1.18 °C when
compared with the floor heating without PCM and the 1 cm and 2 cm layers, respectively.

3.3. Impact of position

Figure 4 illustrates the various possible positions of a 3 cm PCM layer within the coating layer.
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Positions of the PCM layer

Figure 4. Positions of PCM salt hydrate with a thickness of 3 cm (2D view).

Figure 5 demonstrates the effect of varying the position of the salt hydrate PCM layer on the
floor surface temperature, highlighting the differences compared with the reference case without
PCM.
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Figure 5. Different positions of PCM salt hydrate with a thickness of 3 cm

The incorporation of a 3 cm thick salt hydrate-based PCM layer significantly improves the
thermal performance of the floor heating. Placing the PCM closer to the floor surface (below
the finishing layer, i.e., position 3) guarantees more gradual heat dissipation, while ensuring a
gradual decrease in floor temperature over a long discharge period. This is suitable for ensuring
optimal thermal comfort above 28 °C.

In contrast, positioning it closer to the heat source (position 1) provides faster heating during the
heating period. Therefore, placing the PCM at position 3 guarantees temperature stability for a
long time, with a 7 °C difference compared to the reference case.

O. Babaharra et al [21] also tested the two types of PCM proposed in this study under different
conditions. Their resultsindicate that using a hydrated salt-based PCM allows the floor temperature
to reach approximately 26.4 °C, with a phase shift of 5.5 hours compared to the reference case.
However, in our study, further performance improvements are achieved when the supply water
temperature is increased while increasing the thickness of the MCP layer from 1 to 3 cm, placed
close to the floor surface, which extends the heat release duration to 17 hours while keeping
the floor temperature stabilized at (~27 °C). In comparison, our model provides a significant
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improvement, increasing the heat release duration by 67.64% compared to the previous study.
The choice of hydrated salt in this study offers several advantages, including a higher thermal
storage capacity compared to organic PCMs, as well as high energy density and thermal
conductivity. Despite the challenges related to its degradation over time, this type of PCM
remains an ecological, non-toxic, and more cost-effective solution than its organic counterparts
[22,23]. In this context, the use of hydrated salts represents a promising alternative to enhance
energy efliciency and reduce heating costs in the long term.

Thanks to its thermal properties, it is particularly suitable for this type of heating application.

4. CONCLUSION

This study highlights the thermal effectiveness of heated floors incorporating phase change
materials, testing two types of PCM (organic: N-octadecane; inorganic: salt hydrate) along with
the reference case without PCM, as well as the impact of the thickness and positioning of the salt
hydrate. The results demonstrate that both types of PCM enhance thermal regulation compared
to the case without PCM. However, the salt hydrate, due to its specific thermal properties, proved
to be more effective than N-octadecane, maintaining higher surface temperatures for an extended
duration. Furthermore, increasing the thickness of the salt hydrate to 3 cm was found to be
optimal, allowing surface temperatures to remain within the comfort zone (~27 °C) for more
than 17 hours after the heating was turned off. Regarding positioning, the salt hydrate placed
near the surface (under the finishing layer, position 3) provided a more gradual heat dissipation,
extending the duration of thermal comfort compared to other positions.
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1. INTRODUCTION

The development of renewable energy solutions has become a major strategic issue on a global
scale, given the current environmental and economic challenges. Renewable energy sources such
as photovoltaics (PV), wind power and batteries offer promising prospects for meeting growing
energy demand while limiting environmental impacts [1, 2, 3, 4]. These technologies not only
help to reduce dependence on fossil fuels, but also promote sustainable development thanks to
their economic, social and environmental benefits [5]. Identifying and harnessing renewable,
sustainable and economically competitive energy sources is therefore a key priority in meeting
the world’s energy challenges [6].

Among the solutions being considered, solar energy occupies a central position due to its
abundance, renewable nature and environmental friendliness. Its conversion into chemical
energy via artificial photosynthesis represents an innovative and essential way of responding
to the current energy and climate crises [6, 7, 8]. This process, inspired by nature, paves the
way for revolutionary technologies capable of transforming the world’s energy landscape over
the long term. In this context, perovskite oxides, following the general formula ABO;, stand
out as cutting-edge materials. Their stable crystal structure, formed by the coordination of large
(site A) and small (site B) cations with oxygen, gives them unique properties [9]. These versatile
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materials have demonstrated their effectiveness in a wide range of technological applications,
from photovoltaic devices and sensors to catalysts and energy storage systems [10, 11, 12, 13].
Their advantages include remarkable thermal stability, virtually unlimited lifetime, rapid charge
cycles and excellent cost-effectiveness, positioning them as ideal candidates for meeting future
energy needs [14]. In addition, perovskite-based ceramics have recently gained in popularity
thanks to their structural adaptability, ease of synthesis and low cost. These materials offer
an exceptional combination of properties, including high mechanical strength, low thermal
expansion, modularity of physico-chemical properties, non-toxicity and high melting point [15].
These characteristics make ceramics particularly attractive solutions for demanding applications,
reinforcing their potential in the energy transition. In this context, CaTiO; perovskite is attracting
growing interest due to its remarkable photocatalytic properties, including its effectiveness in
degrading organic pollutants and reducing carbon dioxide emissions through environmentally
friendly methods [16, 17, 18]. In addition to its semiconducting properties, CaTiO; exhibits
exceptional dielectric behavior, with a relative permittivity of up to 186 and a band gap of 3to 4 eV,
making it a particularly promising material for optoelectronic devices [19]. However, despite these
assets, the photocatalytic performance of pure CaTiO; remains limited for hydrogen evolution
due to its wide band gap of 3.5 eV, restricting its absorption to the ultraviolet region, which
represents only around 5% of the solar spectrum [16, 20]. To overcome this limitation, advanced
studies have explored strategies such as doping and nano structuring, aimed at improving its
efficiency in photovoltaic and photocatalytic applications. The properties of CaTiO; are strongly
influenced by a variety of factors, including crystalline defects at the A or B cation sites, particle
size and morphology, and exposed surface area [21]. ATiOs-type perovskite oxides (where A
represents Ca, Ba, or Sr) are thus emerging as competitive materials for the next generation of
solar cells and optoelectronic devices. These materials crystallize in tetragonal or cubic structures,
where the A cations occupy the corners of the unit cell, the Ti cation is in the center, and the O
anions are located at the edges of the cube [10, 22, 23]. Recent work also highlights the positive
effect of doping on the performance of CaTiOs. Attou et al. have, for example, used DFT to
investigate the effects of boron (B) doping as a replacement for oxygen sites. Their results show
that this doping reduces the bandgap, improves visible light absorption, and optimizes optical
and transport properties, particularly in the energy range from 2 to 4 eV [24]. In addition, (La-S)
doping with a ratio of 0.25 demonstrated a notable improvement in photocatalytic hydrolysis,
thanks to a narrower bandgap, improved carrier mobility and enhanced absorption of visible
light [17]. Other studies have revealed that Sr doping alters the electronic band structure of
CaTiO;. This doping initially increases the band gap, but at higher concentrations it decreases,
paving the way for fine-tuning of optical and electronic properties [25]. This study focuses on
analyzing the structural, electrical, and optical properties of the material CaTiO; doped with
a precise 16% concentration of various doping elements, including carbon (C), nitrogen (N),
silicon (i), and phosphorus (P), using simulations based on density functional theory (DFT).
This choice of concentration was carefully selected to optimize the interaction of the dopants
with the host structure while minimizing crystal defects that could affect the overall stability of
the material. The use of DFT provides a rigorous theoretical framework for examining doping-
induced modifications to the fundamental properties of CaTiOs;, such as lattice parameters,
electron density, and band structure. In particular, the aim is to assess how each type of dopant
influences the band gap, which is essential for applications in photocatalysis and optoelectronic
devices. In addition, this approach makes it possible to investigate changes in optical response,
such as absorption and extinction coeflicients, as well as electrical properties such as charge
carrier mobility and conductivity. This research, combining advanced simulations and predictive
analyses, will contribute to a broader understanding of the fundamental mechanisms involved

in doping CaTiOs. They will also provide avenues for designing innovative materials with tuned
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properties, meeting the specific needs of renewable energy technologies and next-generation
optoelectronic devices.

2. COMPUTATIONAL METHOD

This study explored the structural, electronic, and optical properties of cubic CaTiO; perovskites,
both in their pure state and doped with elements C, N, Si, and P, at a specific concentration of 16%.
The research relies on the full-potential linearized augmented plane wave (FP-LAPW) method,
integrated into the WIEN2k code, to solve the Kohn-Sham equation within the framework of
DEFT [26, 27]. To ensure greater accuracy, the GGA approximation was combined with the mB]
approximation, known to provide bandgap estimates consistent with experimental results [28,
29]. CaTiO; perovskites adopt a cubic structure characterized by the space group Pm3m (no.
221). In this configuration, the Ca and Ti cations occupy positions (0, 0, 0) and (1/2, 1/2, 1/2)
respectively within the unit cell, while the oxygen anions are located at positions (0, 1/2, 1/2), (1/2,
0, 1/2) and (1/2, 1/2, 0), thus forming tetrahedra and octahedra around the cations. Simulation
parameters include a cut-off value Rmt* Kmax = 7, where Kmax is the maximum magnitude of
the K vector, and Kmax represents the smallest radius of the atomic sphere of the unit cell and
Rmt Mufhin-Tin Radii (see Table 1).

Table 1: Muffin-Tin Radii (RMT) for pure and doped CasTis O Y2(Y= C, N, Si, and P) perovskites.
Element Ca Ti (¢} C N Si P

RMT (a.u.) 2.5 1.92 1.74 1.64 1.69 1.74 1.74

These parameters guarantee the convergence of the basis set used for the calculations. The
convergence criteria have been defined with a tolerance of 10-5 Ry for energy and 10-4 e for
charge. For optimization, a k-mesh of 10x10x10 was used for Brillouin zone sampling, and the
central state charge localization was established with a value of -6 Rydberg. To model the effects
of doping, a 2x2x1 supercell of pure CaTiO; was constructed, comprising 4 Ca atoms, 4 Ti atoms,
and 12 oxygen atoms. In this model, some oxygen sites were replaced by doping elements (C, N,
Si, and P) at a concentration of 16%. This approach enables accurate simulation of dopant-host
interactions. Figure 1(a) illustrates the CaTiO3 unit cell, composed of one Ca atom, one Ti atom,
and three oxygen atoms.

Figure 1: Crystal Structure of CaTiOs: (a) unit cell and (b) 2*2*1 supercell.

Figure 1(b) shows the 2x2x1 supercell, consisting of 4-unit cells arranged in a 2x2 grid along
axes a and b, while axis c axis remains unchanged, reproducing a doping concentration of 16%.
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In this arrangement, Ca cations occupy the central positions of the octahedra, with each Ti cation
surrounded by six tilted oxygen anions. This structure enables us to explore in detail the impact
of doping on the crystal structure, electron density, and optical properties of the material. These
results will contribute to a better understanding of the fundamental mechanisms and optimize
the properties of perovskites for advanced applications in optoelectronic devices and energy
technologies.

3. RESULTS AND DISCUSSIONS

3.1. Properties Structural and formation energy:

The Birch-Murnaghan equation of state is used to optimize the volume and determine the
equilibrium lattice parameters, considering the pressure derivative of the bulk modulus [30]:

2/3 2 2/3 2/3
g, -, 2B M _1} Bv{(&] _1}[5_4@ } (1)
16 | 4 | 4 Vv

Where E denotes the total energy of the material, E, is the ground state energy at zero pressure,
V represents the volume, V; is the equilibrium volume, B is the bulk modulus, and B’ is the
pressure derivative of the bulk modulus [31].
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Figure 2: Total energy variation of CaTiOs as a function of volume.

Table 2: Properties of pure CaTiOs compounds, such as bulk modulus, lattice constant, and bulk modulus

derivatives.
Parameter Our work other study
Lattice constant (A) 3.8901 3.899 [17]
3.856 [9]
Bulk modulus (GPa) 177.4884 200.598 [9]
Bulk modulus derivative 4.2350 5.046 [9]
Volume (a.u)3 397.2763 386.846 [9]

Figure 2 shows the volume optimization curve of total energy against the volume of pure CaTiOs.
The optimized lattice parameters of pure CaTiO; ao = by = ¢ = 3.89 A were consistent with both
experimental findings (a, = 3.8967 [32] and 3.90 A [33]) and theoretical data (a, = 3.899 [17],
and 3.856 A [9]). Table 2 presents the relaxed lattice constants, bulk modulus, bulk modulus
derivative, volume, and ground-state energy of the pure CaTiOs; compound in its optimized
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structure. The ground state derived from the optimization curve, based on the lattice parameter,
is used to calculate the electronic and optical properties of the compounds self-consistently.

A negative formation energy reflects the thermodynamic stability of the compound compared to
its constituent elements [34, 35, 36]. In this study, the formation energy was calculated to assess
the thermodynamic stability of the material. The negative formation energy value for CaTiOs,
which is -3.33 eV/atom, clearly indicates its thermodynamic stability. The computation of defect
formation energy allows inferring the experimental growth potential of a material. A lower
formation energy makes the doping structure easier and more stable [37, 38]. The following
formula is used to determine the defect production energy of the doped materials [39, 40, 41]:

AE]' = (EY—doped - Eundoped)+ Zi(ILlO - :LlY) (2)

Where Ey.iopea and Eunaopea are the total energies of the supercell with and without the dopant, o
and py (Y = G, N, Si, P) are the chemical potentials of oxygen and the dopants, z; is the number of
dopant atoms. Table 3 shows that doping reduces the Formation energy, improving the materials
thermodynamic stability.

Table 3: Formation energy of pure CaTiO; and dopedCasTis O Y2 (Y= C, N, Si, and P).
Compounds CaTiOs CaqTis O C2 CayTis O N2 Ca4Tis O10Siz CayTis O P2
Ef(eV/atom) -3.33 -34.2856492 -41.9969731 -38.9171817 -33.9392253

3.2. Electronic properties:

Calculations based on DFT were carried out to analyze the electronic properties of pure CaTiO;
and dopedCa,Tis O Y2(Y= C, N, Si, and P). These calculations revealed the changes made to the
electronic structure of CaTiOj; as a result of doping. Figure 3 (a, b, ¢, d, and e) shows the energy
band structures of the various compounds, in the energy range from -5 to 8 eV. The bandgap
diagrams of the compounds are plotted along the high-symmetry path (W-L-I'-X-W-K) in the
Brillouin zone for a cubic structure, with the Fermi energy level (E)) aligned at zero.

For pure CaTiOs (Figure 3 (a)), an indirect bandgap is observed between the L and I points.
The bandgap width, calculated via the GGA approximation, is estimated at 2.003 eV. However,
the use of the mB] potential improves this estimate to 2.766 eV, reducing the discrepancy with
the experimental value measured at 3.46 eV [42]. This refinement corrects the underestimation
typical of standard GGA calculations and validates the increased accuracy offered by the
mBJ potential. Furthermore, the general characteristics of the band structure and shift trends
remain consistent with previous studies [9, 40]. InCa,Tis O; Y2 (Y= C, N, Si, and P) produces
subtle but significant changes in the bandgap. In general, doping with elements having a lower
electronegativity than oxygen increases the valence band maximum (VB) while stabilizing the
conduction band minimum (CBM) [40] . This interaction results in a slight narrowing of the
band gap. Doped compounds exhibit similar electronic behavior, marked by electron transitions
from the valence band (VB) to the conduction band (CB). Doping also induces the formation of
new electronic energy levels within the band gap. These intermediate levels facilitate electronic
transitions between the VB and CB, thereby improving the overall electronic properties of the
material. More specifically, compounds doping with Y (C, N) result in the valence band maxima
(VBM) and conduction band minima (CBM) being located at L and I' points, respectively,
indicating indirect band gap energy. In contrast, doping with P results in both the VBM and
CBM being situated at the high-symmetry point I, indicating a direct band gap. In contrast,
doping with silicon results in a complete overlap between the VB and the CB, effectively reducing
the band gap to zero. As a consequence, the materials studied exhibit conductive properties.
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Figure 3: Band structure of (a) CaTiOs, (b) CasT1:O10 Cs, (¢) CasTisO10N2, (d)CasT1401Siz, and (e) CasTisO10Po.

Density of states (DOS) analysis provides crucial information on the electronic properties and
chemical interactions of solid materials. In this study, the total DOS (TDOS) of pure CaTiO; and
doped Ca Ti;O1Y: (Y= C, N, Si, and P) has been examined to assess the impact of doping on its
electronic properties. The calculations, carried out after full relaxation of the crystal structures
using the GGA+mB] potential, cover an energy range from -6 eV to 7 eV, with the Fermi level
fixed at 0 eV. For pure CaTiOs, the electronic contribution is dominated by the hybridized O-2p,
Ca-4s, and Ti-3d orbitals. The O-2p orbitals, located close to the Fermi level, play a decisive role
by contributing a significant number of electrons. The lowest unoccupied band is dominated by
Ti-3d orbitals, reflecting the intrinsic electronic nature of the material (Figure 4(a)). In doped
structures, significant changes are observed in the DOS (Figures 4(b, ¢, d and e)), particularly at
the bandgap level. Measured bandgap widths are 0.87 eV for Ca,T1,0,;0C; 1.63 eV for Ca,Ti, Oy
Nz, 0eV fOI' Ca4Ti401()Siz and 0.6 eV fOI' Ca4Ti401oP2.

Furthermore, these results reveal a significant bandgap decrease in all doped compounds. In
particular, Sidoping reduces the band gap to zero, giving the material a metallic behavior. However,
the movement of the Fermi level toward the VB in doped materials signifies p-type SC behavior.
This reflects an increase in the concentration of hole carriers, which could improve performance
in applications requiring p-type conductivity, such as electronic and optoelectronic devices. In
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conclusion, this study demonstrates that doping Ca,Ti,0,Y. (Y= C, N, Si, and P) substantially
modifies its electronic properties. These results highlight the potential of this material to be tuned
for specific applications, ranging from semiconductors to metallic conductors, depending on the
dopant used.
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Figure 4: TDOS and PDOS for (a) CaTiOs, (b)CasTis O10 Cz, (c) CasTis O No,
(d)Ca4Ti4 O10Siz, and (e)Ca4Ti4 O1o Po.

3.3. Optical properties

The optical properties of pure CaTiO; and dopedCa,Ti,O,Y. (Y= C, N, Si, and P) have been
studied to assess the impact of dopants on their electronic structure. These properties include
dielectric functions (real part, €;(w), and imaginary part, €;(w)), absorption coefficient, a(w), and
optical conductivity, o(w).
The dielectric function & (w) was computed [43, 44, 45]:

s(w)=¢,(w)+ic,(w) (3)
The dielectric function real part (¢1(w)) is obtained through the Kramers-Kronig transformation
[46, 47]:
o', (0)

(0 -o,,)

The imaginary part (& ( w)) values are calculated using the following procedure [48, 49, 50]:

g(w)=1+= PJ do' (4)

47[6

£(@)=(—— )Z M| j2 f(1-f;)8(E, —E; - 0)d’K (5)

The element of the dipole matrix is denoted M, the electron mass is m, the elementary charge is e,
and P represents the principal value of the integral in this context. The initial and final states are
denoted by the indices i and j respectively. The energy of the electron in state i, with wave vector
k, is denoted by E;, and the Fermi-Dirac distribution function associated with state i is denoted
by fi.

The €;(w) and &x(w) components enable the determination of various optical properties, such as
the absorption coeflicient a(w), using the following formula [48, 51, 52]:
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a(0)=NZo|ei(0] +e(0) ~2,(0)]" (6)
The optical conductivity is calculated using the relationship that follows [48, 53]:
®
o(®)=——¢&,(0) (7)
4

o Dielectric function

Figure 5(a) shows the variation of &;(w) for pure and doped CaTiOs, in an energy range from
0 to 14 eV. This function describes the material’s response to an electric field, in particular its
ability to polarize and store electrical energy. The static dielectric constant, €,(0), which reflects
polarization at low frequencies, shows a significant increase after doping. For pure CaTiOs3, &;(0)
is 4.25. However, when doped at a concentration of x = 16%, the values of &,(0) increase to 7.1
fOI'C34Ti401oC2, 6.72 fOI' Ca4Ti4010N2, 36.63 fOI' Ca4Ti401osiz, and 23.69 fOI' Ca4Ti401oP2. ThlS trend
indicates that the introduction of dopants enhances the material’s polarizability. The observed
increase in €,(0) can be attributed to the dopants’ ability to induce additional dipoles, alter both
ionic and electronic polarizability, and modify the local electronic structure, thereby amplifying
the dielectric response of the material [54]. At low energy, all dopants increase the material’s
polarizing strength, thereby decreasing its overall polarization. The arrangement of dopants by
polarizing strength follows this order: Si > P > C > N > pure CaTiOs. This indicates that Si is the
most effective dopant for enhancing the material’s dielectric response, as it has the greatest impact
on polarization. In the high-energy range of 8 to 13 eV, the dielectric function becomes negative
for both the pure and Y-doped materials, indicating that reflection is the dominant mechanism
in this region [54]. Furthermore, the &,(w) of the dielectric function’s negative values indicate
that the electromagnetic wave is dampened, and zero values suggest that longitudinally polarized
waves may exist [55].

The &,(w), is a key parameter for understanding electronic absorption processes in materials.
Figure 5(b) illustrates €,(w) for pure and doped CaTiOs; in an energy range from 0 to 14 eV. The
optical spectrum highlights several distinct peaks, associated with interband transitions between
valence and conduction bands. Pure CaTiOs3, the absorption threshold is identified at around
2.766 eV, corresponding to electronic transitions involving the Ca-s, O-2p, and Ti-3d orbitals
of the VB, and the Ti-3d and O-2p orbitals of the CB. An increase in &,(w) is observed with
photon energy, culminating in a notable peak around 4.88 eV. The latter is attributed to marked
transitions between the Ti-3d and O-2p orbitals, which play a decisive role in the optical properties
of CaTiOs. Moreover, the presence of peaks within the visible spectrum indicates enhanced light
absorption in this range, making CaTiOs a promising material for applications in optoelectronics
[56]. Farther, Si- and P-doped structures show low-energy absorption thresholds (P, P;) between
0 and 0.5 eV, indicating in-band transitions from occupied states near the valence band to Si-p
and P-p acceptor states just below the E;. These transitions suggest that electronic excitations from
the valence band happen at lower energies, which enhances electrical conductivity by increasing
hole concentration compared to the pure structure. TheCa,Ti,O:0Y-(Y= C, N, Si, and P) notably
alters its optical properties, shifting the absorption peaks to lower energies at approximately 2.60,
1.84,2.27, and 3.20 eV, respectively. These peaks, associated with the €,(w), indicate the material’s
electronic absorption and enhance its visibility within the spectrum. Furthermore, Ca;Ti,0,0Y>
(Y=C, N, §i, and P) improves absorption in the visible range, making these compounds ideal for
technological applications, especially in photovoltaics and optoelectronics [56].
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To maximize the efficiency of photovoltaic systems and fully exploit the solar spectrum, it is
crucial to incorporate materials with strong absorption properties in the visible range (400-800
nm) [56, 57]. Optical absorption occurs when the energy of incident photons (E = hv) exceeds
the energy of the band gap, allowing the excitation of electrons from the VB to the CB, thus

generating a photovoltaic effect [57].

Figure 6 illustrates the absorption coefficient a(w) of pure and doped CaTiOs; in an energy range
from 0 to 14 eV. It clearly appears that doping with chalcogen elements significantly enhances
absorption in the visible range, with absorption coefficients reaching values as high as 104 cm™.
This enhancement of absorption in the visible is attributed to the bandgap narrowing observed in
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Ca, TiO01Y: (Y= C, N, Si, and P). Notably, when the material is doped with 16% of Y and elements
such as C, N, Si, and P, its absorption properties in this spectral range are significantly enhanced,
demonstrating its potential as a promising material for photovoltaic cells and optoelectronic
devices.
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Figure 6: Absorption coefficient for pure CaTiOs and doped CasTi: O Y_2 (Y= C, N, Si, and P).

» Optical conductivity

Figure 7 illustrates o(w) for pure CaTiOs and doped Ca,Ti,0,0Y-(Y=C, N, Si,and P) over an energy
range of 0 to 14 eV, which represents the material’s ability to transport electrons in response to an
applied electromagnetic field [58]. For pure CaTiOs, the o(w) curve reveals a threshold energy of
2.76 eV, marking the band edge associated with electronic transitions from O-2p to Ti-3d states
near the VBM. This threshold indicates that indirect transitions primarily occur along the (I'-L)
directions in the Brillouin zone, reflecting electron movements through the crystal structure. The
substituting Y dopants (Y= C, N, Si, and P) greatly enhance optical conductivity over a broad
energy range, indicating better semiconducting properties and increased charge carrier mobility.
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Figure 7: Optical conductivity for pure CaTiO; and doped CasTisO1Y: (Y= C, N, Si, and P).
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Distinct peaks in the o(w) curves for the doped compounds highlight enhanced excitation,
demonstrating the effectiveness of substitutional doping in improving conductivity. Additionally,
some peaks are observed in the visible range for MgTiOs doped with Y (C, N, Si, P), which
may clarify the close relationship between the a(w) and o(w). Further, the presence of peaks
in the visible range indicates improved light absorption, which is beneficial for photocatalytic
and optoelectronic applications. The maximum conductivity values for C, N, Si, and P doping
are 4651.01, 5423.62, 4656.04, and 4748.27 ™' cm™, respectively. This enhancement is due to
the introduction of new electronic states from the dopants, which improve photon absorption,
excitation capacity, and electron mobility, thereby optimizing the material’s semiconducting
performance. In conclusion, the analysis of o(w) shows that doping Ca, Ti; O1Y2(Y= C, N, Si,
and P) is promising for advanced applications like photovoltaic and optoelectronic devices, where
enhanced optical conductivity and tunable light absorption are essential for optimal performance.

4. CONCLUSION

This study explores in detail the structural, electronic and optical properties of the perovskite
compound CaTiOs3, both in its pure form and doped with halogen elements such as C, N, Si and
P. Using ab initio calculations based on the FP-LAPW approach within the framework of DFT
via the Wien2k code and the GGA-mB] approximation, we have demonstrated that pure CaTiO;
has an indirect band gap of 2.766 eV, which indicates its semiconductor properties. Further,
compounds doped with Y (C, N) exhibit an indirect band gap, whereas doping with P results in
a direct band gap. Additionally, doping with Si reduces the band gap to zero. DOS reveals that
the introduction of Y shifts the EF towards the VB, which is typical of p-type SC and reduces
the bandgap width. The results also show that bandgap values decrease with increasing dopant
concentrations: 0.87 eV for Ca,Ti,0,0Cs, 1.63 eV forCa,Ti,O:0Nz, 0 eV for Ca,Ti,O,Si; and 0.6 eV
for Ca,Ti,O10P.. Concerning optical properties, doping influences optical conductivity o(Q2), with
maximum values of 4651.01, 5423.62, 4656.04, and 4748.27 Q0 cm™ respectively for the elements
G, N, Si, and P. These results indicate a significant improvement in the optical properties of the
material. Notably, Ca,Ti/O1Y2 (Y= C, N, Si, and P) leads to a decrease in the bandgap, promoting
absorption in the visible range and increasing optical conductivity. These improvements position
Y-doped CaTiOs; as a promising material for applications in photovoltaic cells and optoelectronic
devices. In summary, this study highlights the crucial impact of doping on the electronic and
optical properties of CaTiOs, offering interesting prospects for using this material in renewable
energy conversion technologies and next-generation optoelectronic devices.
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"Corresponding author.

151

DO https://doi.org/10.51646/jsesd.v14iSTR2E.985 o
This is an open access article under the CC BY-NC license (http://Attribution- NonCommcrctal 4.0 (CC BY-NC 4.0)).


https://doi.org/10.51646/jsesd.v14iSTR2E.985
https://orcid.org/0000-0003-0119-8541

Abdellah El Idrissi et. al.

e N ol e (PEM) (9899 M el Uniiiy cladd (30 el ool Blain (s
a1 219331 (0 5081 kSl pg ) R (5B (s e LGN g s Lo M o sl )

Aol dase iy desme gl e (e does (o 9ol auldly ‘W)aﬁ\&\ NWPS

JaL sl plaswials slolt (il ygSI1 bl IO (0 (rom g yobtgh L0 roeuomld B »Sihca i plo ool 120 Aty syl
00 (S 9l By AN fdadh a i i U g GalAN (- s plo (pe LA Ly atigads 9 S BTl Lo ge e 095 9 !
(AL ¢S ) g 38150 (youns Lo ¢ patiaall LI gar il I Jgoma g o (a1 ABUAY Dol Bl 5 S Jgome
LS 15T (o Jlad (St s Las oy Jgomn s Lo W Jupraal) (Sl (e 38 S plad yaoky 0939yl JalS slitias
b ST Ml slal e (snadd! plai ¥

AN gl o i e lidao W frunall RS ) e @ SLAY @Sl allaid fuca S iorala®d) 3 ) all (pe S3LaTwl SIS (e
e @AY ALY @S Bt g (1 (I BLEalonl) il i (A3 glafie dtened MBLs Cibygicucs S5 2 (yam g gl L0 Bolass (po
BeLasm ) jan g ¢ el aloniical LB 9T 1393 Lo st G (LalSI (ecsl i) @Sl Bt 9 (e (39470 e Lidao 1 Gcuaall GSuid|
g 09 IESD YFEST FBL fealadi yiglad @t Les Banill (pa 9 y-bighl 0] CILAET yghad e Jocd yil l0a Jaad ALY

e lila oW Gcaalt RSl ¢ yaial HLEN Jgme (il ygSI (Homtl Bl ALY (Cptan g gl 100 — Ago- il S Lad S

1. INTRODUCTION

The global transition to renewable energies is changing how we produce and use energy. As
countries aim to reduce greenhouse gas emissions, they are increasingly turning to cleaner energy
solutions. Hydrogen has become a promising energy source due to its clean-burning nature and
high energy content, particularly valuable in industries and transportation sectors where direct
electrification is challenging [1], [2]. However, for hydrogen to be truly sustainable, its production
must also be efficient and environmentally friendly. One effective method for producing
hydrogen is through Proton Exchange Membrane (PEM) water electrolysis powered by sources
of renewable energy such as solar energy. Laghlimi et al. (2024) explores the historical evolution
and modern techniques of green hydrogen production through water electrolysis, highlighting
its role in sustainable energy. It emphasizes environmentally friendly methods for addressing
the challenges of climate change [3]. Solar photovoltaic (PV) systems, which take advantage of
the suns energy, are widely used due to their reliability and availability [4]. Nevertheless, the
integration of PV systems with PEM electrolyzers poses significant challenges, as solar energy
varies throughout the day, causing fluctuations in the power generated [5]. These fluctuations can
have an impact on the performance of PEM electrolyzers, which require a stable power supply to
produce hydrogen efficiently[6]. Consequently, solving these problems requires advanced systems
to efficiently manage and control the flow of energy [7]. Various techniques have been applied to
meet the challenges of integrating photovoltaic systems with PEM electrolyzers [8]. Traditional
control methods, such as proportional-integral (PI) and proportional-integral-derivative (PID)
controllers, are widely utilized because they are straightforward and simple to implement [9].
These methods can effectively control voltage and current under stable, predictable conditions.
However, their performance decreases when confronted with highly variable solar irradiation or
rapid environmental changes, as they suffer from a lack of adaptability and may encounter non-
linear system behavior [10]. Advanced control strategies such as fuzzy logic and model predictive
control (MPC) have also been investigated for their ability to handle non-linearity and variability
[11], but these approaches often require significant computational resources and may be less
effective at adapting to dynamic conditions over time [12]. In contrast, artificial neural networks
(ANNGs) are a promising alternative, offering significant advantages in complex, dynamic systems
[13]. ANNs can model non-linear relationships, learn from data and adapt to changing input
Solar Energy and Sustainable Development, Special Issue (STR2E), May 2025.
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conditions, making them particularly well suited to renewable energy applications [14]. Unlike
traditional methods, ANNs do not depend on predefined system models, enabling them to deal
more effectively with variability and unpredictability. This study exploits the adaptive and learning
capabilities of ANNSs to improve the stability and performance of the integrated PV-PEM system,
addressing the limitations of conventional techniques [15]. This research proposes an artificial
neural network (ANN)-based control approach to improve the efficiency and stability of proton
exchange membrane (PEM) water electrolysis when powered by a photovoltaic (PV) system
under variable sunlight conditions. The inherent intermittency of solar energy leads to voltage
and current fluctuations that can have a negative impact on electrolyzer performance, reducing
hydrogen production efficiency and increasing stress on system components. To mitigate these
issues, the proposed system incorporates maximum power point tracking (MPPT) using the
Perturb and Observe (P and O) algorithm, which continuously adjusts the operating point of
the photovoltaic array to extract the maximum available power [16]. A boost converter raises the
photovoltaic voltage to an appropriate level for efficient energy conversion, while a buck converter
precisely regulates the voltage supplied to the electrolyzer, ensuring optimal operating conditions
for hydrogen production [17], [18]. At the heart of the proposed approach isan ANN-based control
system that dynamically adapts to rapid changes in solar irradiance and temperature, enabling
more efficient and stable power regulation compared to traditional proportional-integral (PI)
control. Unlike fixed-parameter controllers, the ANN is trained to recognize complex patterns
in power fluctuations and adjust control signals accordingly, improving voltage stability and
reducing energy losses [19].The performance of the ANN-based controller is rigorously evaluated
by comparing it with conventional PI control in terms of hydrogen production efficiency, voltage
stability and overall system reliability.

The results of this study demonstrate that the ANN-based control approach significantly improves
electrolyzer efficiency and durability, ensuring constant hydrogen production even under
fluctuating solar energy conditions. This research contributes to the development of intelligent
control strategies for electrolysis systems powered by renewable energies, paving the way for
more sustainable, resilient and efficient hydrogen production technologies.

2. SYSTEM DESCRIPTION AND DESIGN

2.1. The Electrical Equivalent Representation of the PEM Electrolyzer

Our system consists of a photovoltaic hydrogen production setup that includes a solar panel,
a boost converter for MPPT, and a buck converter to step down the voltage to 7.5V. This
configuration powers a 400W PEM electrolyzer for efficient hydrogen generation, as shown in
Figure 1.

The design parameters for the PEM electrolyzer, solar panel, boost converter, and buck converter
are outlined in the following subsections.

Theelectrical equivalent model of the PEM electrolyzer is an essential tool for testing and validating
the performance of control techniques and power topologies. It provides a robust method for
simulating electrolyzer behavior without the need for physical hardware implementation, thus
mitigating risks such as damage caused by voltage overshoot and current ripple.

Various electrical models of PEM electrolyzers have been proposed in the literature. Some studies,
such as references [20], [21], represent the electrolyzer as a simple resistor. Others, including
references [22], [23], model it using an equivalent electrical circuit made up of a resistor (R.x)
and a reversible voltage (E..) connected in series. This approach captures the electrolyzer’s static
electrical characteristics, such as its voltage, current, and power-current relationships.
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Figure 1 Schematic Representation of the Discussed System.

In this study, the PEM electrolyzer is represented as a series combination of a resistor and a
reversible DC voltage. This model provides an accurate representation of the electrolyzer’s
operating range and behavior, expressed in the following mathematical equation (1.1):

V, =R_I, +E, =0.06251, +4.375 (1.1)

elz"elz

The electrical behavior in the range of 3A to 50A can be approximated through linear interpolation
to determine the coefficients of this equation (1.1) [24]. The experimental data, sourced from
[24] demonstrates a nearly linear relationship between voltage and current, as depicted in Fig. 2.
This observation lends credence to the idea that the system can be modeled using resistances and

a reversible voltage.
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Figure 2 Static characteristics of the selected PEM electrolyzer cells.

The method for determining the hydrogen production rate (Ny,) in moles per second, is presented
in equation (1.2), where n is the number of electrons involved, I is the electric current in amperes,
and F is Faraday’s constant (96485 C/mol)}.

:n_I ( moles /s) (1.2)

Lo
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The hydrogen produced can be transformed from moles per second to liters per minute using the
following equation (1.3):

N, =0.00696nI (L/min) (1.3)
Table 1 PEM Electrolyzer Specifications.

Specification Result

Rated Electrolyzer Power 400 Watts

Stack Operating Electrolyzer Voltage 2.2--8 Volts

Stack Electrolyzer Current 0--50 Amperes

Output Pressure. 0.1--10.5 bar

Hydrogen Flow Rate at Standard Temperature and Pressure 1 Litre/min

Cell Numbers 3 -

2.2. Solar Photovoltaic Array

Solar photovoltaic units are arranged in parallel and series to increase power output and form
solar photovoltaic arrays. The solar panel discussed in this article consists of two panels connected
in series and four panels connected in parallel. Together, these panels have a total maximum
power capacity of 965.6 W, as shown in Figure 2. The specifications of the solar modules are
provided in Table 2.

Table 2 Solar panel parameters for Waaree Energies WU-120.

Parameters Value
Ly 71A
Vo 17V
Praxe 120.7 W
L. 8A

Vo 21V
PV solar irradiation (G) 1000 W/m?
PV operation temperature (T) 25°C
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Figure 3 Voltage-current and voltage-power characteristics of a photovoltaic panel (Waare Energies WU-120, 2
series modules, 4 parallel strings) (a) for different irradiance levels (G) at T = 25°C; (b) for different temperatures

with G = 1000 W / m’

2.3. Boost Converter

A boost converter, as shown in Figure 4, is employed for MPPT operation. Its input is the peak
voltage of the solar panel, with the MPP voltage fixed at 34V. The output of the boost converter
is represented by the DC link voltage (V.. ), which is set at 50V. The duty cycle D,, , inductance
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L,, ,and capacitor Cpv of the boost converter are determined using the following equations (1.4):

|
= (1.4)
mppt
v.D
= (1.5)
f:v[n,va
I
- (1.6)

c, =—2>
" AV,

Cmppt
|[Cmpp Vinppt

I
=
[|
I

Vpv

i F

Figure 4. Electrical schematic of the DC-DC Boost converter.

Table 3 MPPT boost parameters [25].

Parameters Values
Boost Input Voltage (V) 42V

Boost Output Voltage (Vi ) 50V

Inductor (L) 0.5 mH
Input capacitor (Cyv ) 1000pF
Output capacitor ( Crppr) 1600pF
Switching Frequency (ﬁpv ) 10 kHz

2.4. Buck Converter

Electrolyzers typically require a low DC voltage for water electrolysis, which is why a DC/DC
buck converter, as shown in Figure 5, is often used. These converters not only reduce the voltage
but also perform voltage conditioning, owing to the non-linear voltage characteristics of the
electrolyzer stack. The parameters of the buck converter are calculated as follows:

D, =t .7)
mppt

1, =Lel-De) (1.8)
f:v h AIelz

elz

_ Ve (1=De)

= 1.9
“ 8Lelz f:vj[: A V; ( )

lz
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Figure 5. Electrical schematic of the DC-DC Buck converter.

Table 4 Specification of the Buck converter [25].

Parameters Values
Buck Input Voltage (V_mppt) 50V
Buck Output Voltage (V_elz) 7.5V
Inductor (L_elz) 1.5 mH
Capacitor (C_elz) 100uF
Switching Frequency (f_sel) 10 kHz

3. CONTROL STRATEGIES

The electrical control strategy for the selected system uses two controllers: perturbation and
observation (P&O) for maximum power point tracking (MPPT) and a proportional-integral (PI)
controller. We replace the PI controller with an artificial neural network (ANN)-based control to
compare their performance. Each controller is adapted to specific functions, working together to
optimize system performance, ensure stability, and improve reliability.

3.1. MPPT Controller

The MPPT controller regulates the boost converter to maximize power extraction from the solar
panel. The perturbation and observation (P&O) technique, shown in Figure 6, is employed as the
MPPT algorithm due to its simplicity and broad practical use [26]

|

I
| "PEo[MPPT PWM
| ypy"LE&O Generator| |
|

)

Figure 6. System Electrical Control Strategy using MPPT (P and O).

3.2. PI Controller

A proportional-integral (PI) controller Figure 7 is implemented to regulate the buck converter,
ensuring that the output voltage supplied to the electrolyser remains stable. The PI controller
evaluates the difference between the reference voltage and the actual voltage, generating the
control signal for pulse-width modulation (PWM) to adjust the buck converter’s duty cycle.

{ \
| Vel_ref or Ls PWM |, |
| Generator| |
: Voltage :
L Vel controller )

Figure 7. System Electrical Control Strategy using PI Controller.
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3.3. ANN-based Controller

For our model Figure 8, we use 64 hidden neurons and the Levenberg-Marquardt learning
algorithm. The data collected to train the ANN model includes the error between the desired
value (7.5 V) and the actual output voltage, as well as the error variation , which indicates the
variation in the error signal between successive time steps. In addition, the previous control
output D is used as an input that reflects the control signal generated by the PI controller during
the previous time step. The output of the model is the current output of the PI controller, which
serves as a duty cycle sent to the PWM generator to convert it into a PWM signal for the power

converter.

|
|
: |
. |

Velz ref, ]

: = input  NNET o FWM |
i Generator| |
|
' |
I |
' |

ANN
Based-Controller

Figure 8. System Electrical Control Strategy using ANN Based-Controller.

4. RESULTS AND DISCUSSION

The dynamic performance of the system under varying atmospheric conditions is illustrated by
data recorded in our laboratory. These results reflect the system’s behavior under fluctuating solar
irradiation and temperature conditions. Solar irradiance varies from 400 W/m? to 1000 W/m?,
while the temperature of the photovoltaic panel fluctuates between 42°C and 62°C, as shown in
Figure 9(a) and Figure 9(b), respectively. These variations have a direct impact on PV system
parameters such as PV voltage (V,. ) and power (p,, ), illustrated in Figure 9(c) and Figure 9(d)
respectively. The irradiance curve Figure 9(b) first shows a steady increase, which is followed
by a sharp decrease near the mid-point, corresponding to a temporary drop in solar irradiance.
This reduction in irradiance is reflected in the PV voltage profile Figure 9(c). Power output (p,, )
Figure 9(d) also follows a similar pattern, fluctuating with irradiation and temperature changes,
as well as with other system parameters.
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Figure 9. Dynamic performance of the system with varying solar irradiation and Temperature, where Solar
irradiance, (b) Temperature of the photovoltaic panel, (c) PV voltage (V}») and (d) Power output (py ).

The Figure 10 shows how a photovoltaic (PV) system behaves under MPPT control. In Figure
10(a), the PV voltage (V}, ) and the MPPT voltage (Vrpr) are stable after an initial transient, but
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a dip is visible around 2 seconds before the system recovers. Figure 10(b) focuses on the current
response, where both the PV current ( Irv) and MPPT current (Iuppr ) experience a spike during
the same disturbance. Figure 10(c) provides a closer look at the power response during steady-
state and disturbance periods. Overall, the figure highlights how the system manages initial
transients, maintains steady-state operation, and effectively responds to external disturbances.
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Figure 10. Dynamic Response of a Photovoltaic System Under MPPT Control where (a) the PV voltage (V») and
the MPPT voltage (Meer ), (b) the PV current (I,,) & MPPT current (Lny: ) and (b) the PV Power ( Py).

This Figure 11 compares the performance of a Proportional-Integral (PI) controller and an
Artificial Neural Network (ANN) controller in regulating an electrolyzer system.

(©) (d)
Figure 11. Dynamic performance of the system with varying solar irradiation (a) the voltage response (V. ), (b)

The current response (i ) (c) the power output (Pe) and (d) the hydrogen production rate ( Rate) all under PI
and ANN control.

Figure 11(a) shows the voltage response(V..), where the ANN controller achieves faster
stabilization and smoother behavior after a disturbance at around 2 seconds, while the PI
controller shows more pronounced oscillations. In Figure 11(b), the current response (L) is
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displayed, with the ANN controller providing a more stable and consistent response, effectively
suppressing fluctuations during the disturbance. Figure 11(c) focuses on the power output (P.),
where the ANN controller demonstrates quicker recovery and steadier performance under
transient and steady-state conditions compared to the PI controller.

Finally, Figure 11(d) presents the hydrogen production rate (H, Rate), highlighting the ANN
controller’s ability to maintain a more stable and reliable output, even during disturbances.
Opverall, the result shows that the ANN controller outperforms the PI controller, delivering faster
responses, better stability, and improved efficiency under varying operating conditions.

The results Table 5 demonstrate that the ANN controller outperforms the PI controller on several
performance parameters. The ANN has a minimum overshoot of 3.1%, significantly lower than
the PI's 12.84%, indicating a more controlled and consistent response close to the target value. In
terms of settling time, the PI controller has a settling time of 0.023 s, while the ANN stabilizes at
0.022 s. In addition, the PI controller’s mean absolute percentage error MAPE is 1.22%, while the
ANN achieves a lower MAPE of 0.95%, indicating improved tracking accuracy. Overall, these
parameters suggest that the ANN controller performs better than the PI controller in terms of
tracking accuracy. In addition, the average flow rates for hydrogen production are 0.98 L/min
for the PI controller and 0.99 L/min for the ANN controller, indicating that the ANN performs
better in terms of hydrogen production efficiency.

Table 5 Dynamic Performance of Controllers.

Controller MAPE (%) Settling Time (S) Overshoot (%)
PI 1.22 0.023 12.84
ANN 0.95 0.022 3.19

5. CONCLUSIONS

In this study, we investigated a system integrating a PEM water electrolyzer and a photovoltaic
panel to address the challenges of hydrogen production under fluctuating solar energy conditions.
The system uses a boost converter with a perturbation and observation P&O algorithm for
MPPT and a buck converter to stabilize the voltage supplied to the electrolyzer. Initially, the buck
converter was controlled using a PI strategy, but to address the limitations caused by the system’s
non-linearity, we proposed the use of an ANN controller. The results indicated that the ANN
controller outperformed the PI controller in terms of stability and overall system performance.
The ANN achieved 3.19% less overshoot} than the PI's 12.84 %, 0.022 s faster stabilization than
the PI's 0.023 s, and 0.95% less mean absolute percentage error (MAPE) than the PI's 1.22%.
In addition, hydrogen production rates were higher with the ANN (0.99 L/min vs. 0.98 L/min
for the PI). Future work could explore advanced ANN techniques, such as deep learning and
reinforcement learning, to improve system accuracy and adaptability, even in the presence of
different disturbances. In addition, the integration of improved converters and MPPT strategies
can maximize energy extraction and system efficiency, contributing to the sustainability of the
electrolyzer and the advancement of sustainable green hydrogen production.
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The TRNSYS program was used to conduct annual thermal simulations based on
representative meteorological data for a typical building in the semi-arid Moroccan city of Beni
Mellal. The results indicate that the energy savings achieved in terms of both heating and cooling
were comparable across all configurations of sawdust-reinforced adobe bricks. When compared
to a reference concrete building, the heating energy demand was reduced by 59.14% for clay
without sawdust, 72.61% for clay with small sawdust, 71.25% for clay with medium sawdust, and
69.88% for clay with large sawdust. Similarly, the cooling energy demand reductions were 45.71%,
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large sawdust. These findings suggest that the incorporation of sawdust, regardless of particle
size, leads to similar energy savings, offering flexibility in utilizing locally available sawdust
from Beni Mellal to optimize energy performance. This research highlights the importance of
local clay-based materials and the use of sawdust as a natural reinforcement, to optimize the
energy efficiency of buildings. It also offers new perspectives for their integration into sustainable

construction practices, contributing to global sustainable development goals.
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1. INTRODUCTION

Currently, energy consumption is one of the major challenges on an international scale[1]. Indeed,
one major factor in the world’s energy consumption and CO, emissions is the construction
industry, contributing to more than 30% of global CO, emissions and more than 36% of the
world’s total energy demand [2]. The construction sector in Morocco mostly uses traditional
materials, including fired bricks, whose manufacture has a big influence on the environment.
This manufacturing process requires firing temperatures exceeding 1000°C, leading to energy
consumption ranging from 0.54 to 3.14 MJ/kg and CO, emissions between 70 and 282 g/Kg
[3]. Furthermore, these materials generate substantial amounts of waste during construction
and demolition phases, estimated at approximately 14x10°t/year in Morocco [4]. This situation
highlights the urgent need for a transition towards more sustainable construction practices,
where the pursuit of materials that are both thermally efficient and environmentally friendly
becomes an essential priority [5]. In this context, the exploration of bio-based construction
materials, combining local resources with technical innovations, has become essential to meet
the energy needs of buildings while minimizing their environmental footprint. Among these
materials, unfired earth bricks stand out as a particularly promising alternative. They offer
numerous advantages, including accessibility, low environmental impact, recyclability, and the
ability to regulate humidity while enhancing the thermal comfort of buildings. [3], [6]. Moreover,
their manufacturing process requires significantly lower energy consumption[3]. However, the
thermal performance can be further optimized through the addition of reinforcement natural
additives. In this regard, recent research has focused on integrating filler and reinforcement
materials to enhance the properties of construction materials [7]. In line with this approach,
the present study investigates the thermal effects of incorporating sawdust waste into traditional
clay bricks. In addition to improving thermal insulation, this integration promotes the recycling
of wood waste as a sustainable building material, reducing landfill disposal and enhancing its
valorization. Furthermore, this strategy aligns with Morocco’s 2030 Circular Economy Strategy

Solar Energy and Sustainable Development, Special Issue (STR2E), May 2025.
165



Optimization of Adobe and Sawdust-Based Bricks for Improved Energy Efficiency in Construction.

[8], which aims to minimize environmental impact and encourage sustainable resource
management. All of this while adopting an eco-friendly manufacturing process that eliminates
high firing temperatures, promoting the production of low-cost, low-energy building structures
with significant energy savings.

Numerous studies have highlighted the benefits of incorporating additives into building materials.
For instance, M. Giroudon et al. [9] investigated the addition of lavender and barley straw fibers
to adobe and found that both types of fibers’ thermal conductivity decreased as the fiber quantity
increased. M. Bouchefra et al. [10] also examined the impact of doum fibers on the characteristics
of earth bricks, They found that the thermal conductivity of compressed earth bricks decreased
with an increase in the percentage of doum fibers. Furthermore, M. Babé et al. [11] discovered
that the thermal conductivity of adobe bricks decreased as the quantity of neem fibers increased.
Building on existing research that highlights the benefits of reinforcing earth bricks with natural
additives, this study investigates the impact of sawdust waste of varying particle sizes on the
thermophysical properties of materials. It further assesses their thermal and energy performance
to demonstrate their potential in reducing energy consumption in semi-arid regions. By focusing
on these aspects, this work contributes to the development of sustainable, high-performance
building materials suited for energy-efficient construction. The adobe bricks were made by hand
utilizing a traditional technique that is common in southern Morocco. To this end, soil samples
were collected from the Beni Mellal region, and sawdust fibers of varying sizes (small, medium,
and large, with lengths ranging from 0.3 to 2 cm) were incorporated into the formulations. This
research extends the work of M, Azalam et al. [12], which focused on the mechanical properties
of these adobe bricks, While the earlier research addressed their structural behavior, the present
study complements it by exploring the thermal performance and energy efficiency of the
same material, providing a more comprehensive understanding of its potential for sustainable
construction.

2. MATERIALS AND METHODOLOGY

2.1. Clay

The preparation of adobe bricks in this study relied on clay soil sourced from the Ouled Mbarek
village in the north-central region of Morocco. The choice of this material was motivated by its
abundant availability in the area, its natural suitability for construction, and its homogeneous
composition, which ensures reliable performance in adobe applications.
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Figure 1: Pattern of X-ray diffraction for the clay sample[38].
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To assess the clay’s potential for use in adobe brick production, a detailed characterization was
performed.

The Atterberg limits and key physical properties of the soil are outlined in Table 1, providing
essential insights into its plasticity and workability. Mineralogical analysis was carried out using
X-ray diffraction (XRD), with the results depicted in Figure 1, while the chemical composition,
critical for understanding its thermal and mechanical behavior, is detailed in Table 2.

This comprehensive analysis not only establishes the suitability of the local clay for construction
but also highlights its role as a sustainable and reproducible material for energy-efficient building
practices. By leveraging locally available resources, this approach contributes to reducing the
environmental footprint of construction while ensuring high-quality material performance.

Table 1: The chemical analysis of the clay sample[12].

Composition Value (%) | Characteristics Value (%)
Clay 41.5 Limit of liquidity 30
Sand 27 Limit of Plasticity 16
Gravel 8 Index of Plasticity 14
Silt 23.5 content of water 2.0

Table 2: Soil Composition Analysis[12].
Elements Si0, | ALO; | CaO | Fe,Os; | MgO | K;O
unfired clay | 67.37 | 12.43 7.18 7 413 | 1.89

2.2. Sawdust

The sawdust was obtained from woodworking wastes in the area in an attempt to lower production
costs and encourage the recycling of regional garbage. After collection, a sorting process was
carried out to classify the sawdust particles into three categories—short, medium, and long—as
indicated in Figure 2.

X-ray diffraction (XRD)[13] analysis revealed that cellulose is the primary chemical component
of the sawdust, providing the material with advantageous thermal properties due to its low
thermal conductivity. Additionally, scanning electron microscopy (SEM) images highlighted a
characteristic porous structure. This porosity plays a crucial role in reducing the bulk density of
the bricks, directly influencing their ability to limit heat transfer.

Incorporating sawdust into the adobe bricks significantly enhances their thermal performance
by acting as a natural insulator. The pores present in the sawdust trap air pockets, creating an
effective thermal barrier that reduces the overall thermal conductivity of the bricks.
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Figure 2: Small, medium, and large sawdust particle sizes
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2.3. Preparation of Adobe Bricks

The fabrication process of adobe bricks, as illustrated in Figure 3, involves the following main
steps:

A. Soil Preparation

The process began with the treatment of soil, the primary raw material. Large aggregates and
organic waste (plants, tree leaves) were meticulously eliminated, either manually or through
sieving with a hand sieve of suitable mesh size. Following purification, water was progressively
added to the soil that had been sieved while being constantly mixed until a uniform paste was
achieved. To improve the cohesion and durability of the mixture, the paste was allowed to rest
for 72 hours. This resting period facilitated better hydration and integration of the soil particles,
improving the adobe bricks” durability and strength[14].

B. Preparation and Integration of Sawdust Fibers

Sawdust, employed as reinforcement, were divided into three groups according to their length:

« Short fibers (S): 0.2-0.6 cm

o Medium fibers (M): 0.6-1.5 cm

« Long fibers (L): 1.5-3.0 cm

A fixed sawdust content of 2% by weight was incorporated into the adobe formulations to optimize
thermal performance while ensuring mechanical integrity. This concentration was chosen based
on prior studies by M. Azalam et al.[12], which demonstrated that adobe bricks with 2% sawdust
exhibited satisfactory mechanical properties. By maintaining a consistent sawdust dosage, the
study specifically focused on the impact of fiber size on the thermophysical properties of the
material, minimizing variability from concentration differences.

The decision to vary the sawdust size was guided by the findings of M. Limami et al.[15], who
observed that thermal conductivity decreases as sawdust size decreases. This relationship was
confirmed through experimental measurements using a heat flow meter, in accordance with
ASTM D7896-19 standards.

C. Molding

The prepared mixture was molded into standard parallelepiped forms with dimensions of 18 x
10 x 5 cm. To ensure a consistent density and reduce internal flaws, air gaps were removed by
manual compaction. The surfaces of the bricks were hand-smoothed to achieve a uniform finish,
enhancing their appearance and reducing.

[ Step 3: natural

Step 1: Soil sieving ‘ | Step 2: Adding water ‘ P
) 1 18cm;
i

Step4:Adding | [  Step5: Mixture | [ Step 6: Natural W
Sawdust Fibers | | Molding Drying

Figure 3: Process of Adobe Brick Preparation[39][40][12]
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2.4. Thermal Properties Analysis

After the drying phase, the thermal properties of the sawdust-reinforced adobe brick samples
were characterized, concentrating on heat capacity and thermal conductivity. A heat flow meter
(HFM Lambda 446) was used to measure these characteristics[16]. The HFM Lambda 446,
adhering to ASTM C518 and ISO 8301 standards, is equipped with highly calibrated heat flux
sensors, offering a precision of £1% to +2%.

Each sample was positioned between two heating plates with a Peltier temperature control system,
allowing for a regulated temperature gradient. Highly calibrated heat flow sensors were used to
continually monitor the heat flux through the samples.

The system’s motorized plate movement and thermocouple sensors (type K) enabled precise
monitoring of the heat flow through the samples. After thermal equilibrium was achieved, the
sawdust fiber-reinforced adobe bricks’ heat capacity and thermal conductivity were calculated
with thermal conductivity values ranging from 0.001 to 2 W/(m.K) depending on the sample
configuration. These measurements were essential for calculating thermal diffusivity, which was
derived using the following equation (1)[17], based on the sample’s density, thermal conductivity,
and heat capacity.

a:L (1)
p.C,

Where a,\,p and C, represent the thermal diffusivity, thermal conductivity, density of the sample
and heat capacity, respectively.

2.5. Building and Material Properties Overview

A single-story, single-family home with 74 m® of floor space overall and an internal ceiling height
of 3 m is the subject of the analysis. It is divided into four separate thermal zones. Figure 4
illustrates the buildings geometry, highlighting its functional divisions.

D

Figure 4: Illustration of the building within the energy simulation model.

Table 3 presents the key thermophysical properties of the building materials, including density,
specific heat capacity, and thermal conductivity, to provide a comprehensive understanding of
their thermal performance.

To assess and compare the energy efficiency of traditional adobe constructions against
conventional cement-based structures, simulations were performed on five distinct building
envelope configurations, as specified in Table 3.

The goal of these simulations was in order to quantify the impact of clay walls on the building’s
heating and cooling energy requirements, providing critical insights into the potential benefits of
eco-friendly construction materials.
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Table 3: The proposed building envelope’s thermal properties.

Exterior wall layers Thickness Density Thermal Thermal U-value
(cm) (Kg/m3) conductivity | capacity | [W/m2K]
(W/m K) (kJ/kg K)
Reference Concrete masonry [18] 20 2076 1.1 0.1 2.84
building Concrete [19] 16 2240 1.7 0.88 3.78
Cement mortar [20] 2 1800 0.93 1.05 5.22
Clay (0%) 45 1996.67 0.57 0.774 1.04
Clay-Small Sawdust (2%) 45 1877.78 0.331 0.842 0.65
Clay-Medium Sawdust (2%) 45 1865.56 0.348 0.815 0.68
Clay-Large Sawdust (2%) 45 1 800.00 0.364 0.792 0.71

2.6. Energy Transfer Simulation in Buildings: Mathematical and Physical Modeling

This research utilizes the TRNSYS simulation tool to assess the energy performance of a building
under realistic conditions. The building’s geometric foundation was carefully developed using
the SketchUp platform, ensuring an accurate digital representation of its physical structure. This
model was subsequently integrated into the TRNSYS Type 56 module (TRNBuild), where detailed
specifications related to the building’s physical properties, materials, and thermal performance
were defined to support precise energy simulations.

Heat transfer in buildings occurs through three primary mechanisms:

A. The transfer of heat through conduction:

The approach utilizing the conductive transfer function, derived from the principles established
by Stephenson and Mitalas[21], is employed to analyze the thermal behavior of the building’s
walls. This method offers an efficient way to model heat conduction through the building
envelope, facilitating precise assessment of thermal energy transfer.

The temporal correlations between surface temperatures and heat fluxes are expressed by
equations (2) and (3). The time step is indicated by the variable k, where the current hour is
denoted by k = 0 and the previous hour by k = -1. The parameters that control these temporal
interactions are determined by the a, b, ¢, and d coefficients.

Accordingly, the surface heat conduction for any wall can be expressed as follows[22]:

qso = ZZg:OakT;]; - ZZb:Okavkz - Zzilqusk,o (2)
Gy =Tl b T, — X, T -2 d g, (3)

The terms ¢,, and ¢, depict the flow of heat into and out of the wall, respectively. Both the
inside and exterior temperatures of the wall are shown by T,) and T, , as illustrated in Fig. 5.
B. The transfer of heat through Convection:

The equations (4,5) depict the heat flows that are transferred by convection at the outside and
interior surfaces of the wall[23]:

q‘c,s,o = houtside (T;z,s - T;,o) (4)
9esi = Mngiae (]: _Ts,i) (5)

The external and interior surfaces’ convective coefficients of heat transfer are denoted by h_inside
and h_outside respectively. Meanwhile, Ta,s symbolizes the external thermal zone’s ambient air
temperature, while Ti indicates the indoor temperature within the thermal zone.

C. The transfer of heat through Radiation:

The flux of radiative heat can be calculated using the following formula[24]:
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0 = OE,, (Tfo - Tffky) (6)

where:

Otheot=(5.6696%0.0025)x 108 Wm? K¥: The constant known as Stefan-Boltzmann[25].
€0 The exterior wall surface’s emissivity for long-wave radiation.

T#y: The apparent sky temperature concerning exchange of longwave radiation.

o - . ! . ;
cs0 “NGso qsil ~ Qcs,i

Figure 5: Fluxes of heat and temperatures close to the wall[41]

3. RESULTS AND DISCUSSION

3.1. Thermal Properties Analysis

The thermal characterization of adobe bricks containing varying types of sawdust highlights
substantial changes in their thermophysical properties based on the inclusion and particle size
(small, medium, large) of the sawdust. These variations are systematically analyzed in terms of
density (p), thermal conductivity (A), and specific heat capacity (Cp) as follows:

3.1.1. Density (p)

The incorporation of sawdust significantly reduces the density of the adobe bricks regardless
of the particle size. The control sample, composed exclusively of clay (0% sawdust), exhibits an
average density of 1996.67 kg/m?, while bricks with sawdust range from 1800.00 kg/m® (large
sawdust) to 1877.78 kg/m® (small sawdust), This fact is confirmed by the research done by M.
Limami et al.[15], which investigated the effect of varying sawdust sizes on bulk density. The
results showed a reduction in bulk density for bricks incorporating larger-sized additives. This
reduction in density, reaching up to 9.83%, is explained by sawdust’s lower bulk density than clay.
The substitution of a denser clay fraction with a lighter sawdust fraction effectively decreases the
overall mass of the bricks.

3.1.2. Thermal Conductivity (A)

When sawdust is added, thermal conductivity decreases, Comparable studies have verified that
the inclusion of fibers results in a decrease in heat conductivity [26], [27], [28]. Compared to the
control brick (A = 0.57 W/m-K), bricks incorporating 2% sawdust show reduced conductivity
levels between 0.331 W/m-K (small sawdust) to 0.364 W/m-K (large sawdust). This reduction
of up to 41.93% aligns with the increased porosity introduced by the sawdust, which traps air
and reduces the material’s capacity to conduct heat. Smaller sawdust particles appear to enhance
thermal insulation more effectively than larger particles, indicating that granulometry plays a
critical role in optimizing thermal performance.
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3.1.3. Specific Heat Capacity (Cp)

The inclusion of sawdust moderately increases the adobe bricks’ specific heat capacity, with
values rising from 0.774 kJ/kg-K for pure clay bricks to a maximum of 0.842 kJ/kg:K for bricks
containing small-sized sawdust. This improvement is attributed to the presence of pores within
the matrix of the adobe bricks. Studies by M. Ouedraogo et al. have shown that the increase in
porosity, resulting from the incorporation of fonio straw into adobe, contributes to a significant
reduction in thermal conductivity[29], thereby limiting heat transfer through the material[30].
As a result, the thermal resistance increases due to the reduced efficiency of energy and heat
transfer [31].However, the improvement in specific heat capacity slightly decreases with larger
particle sizes, possibly due to uneven thermal distribution within the brick matrix.

3.2. Clay-sawdust thermal behavior

Figure 6 illustrates the internal temperature variations over the coldest seven days of the winter
period for different adobe envelope configurations. The results reveal that all four configurations
utilizing earthen materials outperform the reference envelope in terms of thermal comfort, even
under rigorous outdoor conditions characterized by minimum temperatures reaching as low as
0.25°C.

25 _ 25
Outside Temperature
|~ Reference
—— Clay {0%)
—— Clay-Small Sawdust {2%)
20 + Clay-Medium Sawdust (2%) - 20

Clay-Large Sawdust (2%)

Temperature (°C)

T T

10 Jan I11 Jan 12 Jan 13 Jan 14 Jan 15 Jan 16 jan
Time
Figure 6: Temperature variations during the coldest seven days of 2024 for the reference building made of concrete
and adobe clay bricks with sawdust additives of varying sizes.

Specifically, when the external temperature drops to 0.25°C, the internal temperature for the
reference envelope is 8.63°C, while it rises to 11.60°C, 13.08°C, 12.81°C, and 12.50°C For
configurations based on pure clay material, clay combined with small sawdust particles, clay with
medium-sized sawdust particles, and clay with large sawdust particles, respectively.

These findings demonstrate that the incorporation of organic particles, such as sawdust, into
earthen wall compositions significantly enhances their thermal insulation capacity. Sawdust acts
as a porous material, increasing the thermal resistance of the envelope and thereby reducing
heat losses to the exterior. This aligns with previous studies demonstrating that clay-based walls
enriched with organic additives, such as peanut shells, provide superior insulation in winter
compared to pure clay constructions[32]. Moreover, the particle size of the sawdust appears
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to influence thermal performance: smaller particles maximize efficiency by improving the
homogeneity of the mixture and enhancing the internal structure of the material, thus facilitating
more effective heat retention.

In comparison, the envelope made of pure clay offers a notable improvement over the reference
envelope but isless effective than configurations incorporating sawdust particles. This observation
underscores the critical role of material composition and physical properties in governing thermal
regulation.

Furthermore, the reduced temperature gradient between the interior and exterior in the earthen
configurations demonstrates enhanced thermal stability—a key criterion for occupant comfort.
These results are particularly significant in cold climates, where extreme fluctuations in outdoor
temperatures can considerably impact the energy demands of buildings.

Figure 7 illustrates the variations in indoor temperature over the seven hottest days of the
summer period for different envelope configurations. The results reveal that adobe buildings,
whether or not enriched with sawdust, offer noticeably better thermal comfort than the concrete
envelope used as a reference, even under extreme climatic conditions characterized by outdoor
temperatures exceeding 46°C.

More specifically, when the outdoor temperature reaches 46°C, the internal temperature for
the reference concrete envelope is 38.57°C, reflecting its limited capacity to regulate thermal
fluctuations. In contrast, adobe envelopes exhibit lower internal temperatures: 37.10°C for the
pure earth envelope, 36.12°C for the envelope enriched with small sawdust particles, 36.28°C for
the medium-sized sawdust-particle envelope, and 36.52°C for the large-sized sawdust-particle
envelope.
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Figure 7: Temperature variations during the hottest seven days of 2024 for the reference building made of concrete
and adobe clay bricks with sawdust additives of varying sizes.

These results highlight the superior thermal performance of earth-based materials over concrete.
The ability of adobe to mitigate thermal fluctuations is attributed to its intrinsic properties, for
example, its high thermal mass and low thermal conductivity, which enable it to limit heat gains
and maintain a more stable indoor environment. The addition of sawdust, particularly small
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particles, further enhances these thermal performance characteristics.

In comparison, while concrete is commonly used in modern construction, it exhibits notable
limitations in thermal regulation under extreme climatic conditions. These results highlight
how crucial it is to bring back traditional materials, such as sawdust-enriched adobe, into
contemporary building practices to increase buildings’ energy efficiency.

Furthermore, these findings support the rising demand for using natural, local building materials
in hot climates. The integration of sawdust, an abundant industrial by-product, not only improves
the thermal properties of adobe but also contributes to waste valorization, promoting sustainable
construction practices.

Figures 8 and 9 illustrate the setups under study’s heating and cooling needs, respectively.
When comparing the energy performance of the several building configurations under study
to a reference concrete building, the analysis of these results shows that the use of adobe bricks
formed from clay and sawdust significantly reduces the energy demands for heating and cooling.
The indoor air temperature set-points were maintained at 20 °C for heating and 26 °C for cooling.
These values comply with the indoor thermal comfort conditions outlined in the Moroccan
standard NM ISO 7730[33]. Under these conditions, the results indicate a substantial reduction
in energy[33], the results indicate a substantial reduction in energy consumption.
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Figure 8: Monthly evolution of the heating needs in 2024 for the reference building made of concrete and adobe
clay bricks with sawdust additives of varying sizes.

The simulation results indicate that the concrete building uses 4215.43 kWh of heating energy
annually. By contrast, configurations using adobe bricks reduce this demand to 1722.42 kWh for
pure clay (a reduction of 59.14%), 1154.60 kWh for clay mixed with fine sawdust (a reduction of
72.61%), 1211.92 kWh for clay with medium sawdust (a reduction of 71.25%), and 1269.68 kWh
for clay with large sawdust (a reduction of 69.88%). The fine sawdust configuration stands out,
likely due to a more homogeneous distribution of particles, optimizing thermal insulation.

In terms of cooling, the concrete building displays a high annual energy consumption of 9289.94
kWh. The use of adobe bricks reduces this consumption to 5042.08 kWh for pure clay (a reduction
0f45.71%), 3824.79 kWh for clay with fine sawdust (a reduction of 58.82%), 3930.73 kWh for clay
with medium sawdust (a reduction of 57.68%), and 4029.08 kWh for clay with large sawdust (a
reduction of 56.62%). These findings show that because of their thermal inertia, adobe bricks can
reduce indoor temperature variations. The integration of sawdust enhances this thermal inertia
by limiting incoming heat flux, thereby reducing thermal loads and cooling requirements, with
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fine sawdust-enriched bricks showing the highest efficiency.

These findings demonstrate that the use of adobe bricks, particularly those enriched with sawdust
particles, significantly improves the energy efficiency of buildings. This optimization results in
reduced energy needs for both heating and cooling, while simultaneously providing superior
thermal comfort for occupants. Previous studies on energy simulations of building materials
have reported similar findings, showing that integrating wool can substantially lower thermal
loads compared to conventional clay buildings [34]. Further research has reinforced these
findings by exploring the integration of various bioclimatic additives into building materials,
such as vegetable matter [35], industrial waste [36], and Typha Australis [37] among others.
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Figure 9: Monthly evolution of the cooling needs in 2024 for the reference building made of concrete and adobe
clay bricks with sawdust additives of varying sizes.

4. GENERAL CONCLUSION

This study provides compelling evidence of the superior thermal efficiency of sawdust-enriched
adobe compared to traditional concrete, while critically evaluating its performance as a sustainable
building material in hot climates. Thermal simulations demonstrate that adobe, whether pure or
enriched with sawdust, significantly enhances indoor comfort in both summer and winter. During
summer, when external temperatures exceed 46°C, pure adobe maintains indoor temperatures
around 37.10°C, whereas sawdust-enriched adobe achieves lower temperatures, ranging from
36.12°C to 36.52°C—up to 2.45°C cooler than concrete, which reaches 38.57°C. Similarly, in
winter, when external temperatures drop to 0.25°C, pure adobe maintains an indoor temperature
of 11.60°C, while sawdust-enriched adobe ranges from 12.50°C to 13.08°C, compared to just
8.63°C for concrete. These findings underscore the significant thermal efficiency of sawdust-
enriched adobe in regulating indoor temperatures, reinforcing its potential as a viable alternative
to conventional construction materials.

The results of this study further demonstrate a significant reduction in energy demand for both
heating and cooling when sawdust-enriched adobe is utilized. For heating, the configuration with
pure clay adobe results in a reduction of 59.14% in energy consumption compared to concrete.
When sawdust is incorporated, the reduction ranges from 69.88% to 72.61%, indicating a notable
improvement in energy efficiency. In terms of cooling, pure adobe leads to a 45.71% reduction
in energy demand, while sawdust-enriched adobe configurations achieve reductions between
56.62% and 58.82%. These findings underscore the positive impact of sawdust incorporation,
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regardless of particle size, in contributing to significant energy savings. In addition to its thermal
and energy benefits, sawdust-enriched adobe presents economic and environmental advantages.
With low production costs and reliance on locally available raw materials, it offers a cost-effective
and ecologically responsible alternative to traditional construction materials. However, for its
large-scale implementation, clear guidelines on sourcing, processing, and standardization must
be developed. Regulatory frameworks should also define technical specifications to ensure its
long-term durability, thermal efficiency, and structural integrity.

To facilitate its widespread adoption, collaboration between local governments, construction
professionals, and policymakers is crucial. Establishing national and international standards
for bio-based adobe formulations will strengthen confidence in its application, encouraging
its integration into mainstream construction practices. Additionally, future research should
explore its compatibility with other sustainable materials to further enhance the environmental
performance of buildings.

Opverall, this study contributes to the advancement of sustainable construction by demonstrating
the viability of sawdust-enriched adobe as a low-energy, high-performance building material.
With appropriate regulatory support and continued research, this innovative material holds
great promise for promoting energy-efficient and climate-responsive architecture, particularly in
regions with extreme temperatures.
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potential as a high-performance material for future photovoltaic devices, with

promising applications in both photovoltaic cells and optoelectronic systems.
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1. INTRODUCTION

Graphite exfoliation into 2D graphene sheets has provided the scientific community with a
remarkable material due to its mechanical and electronic characteristics [1].

For that, graphene is one of the most extensively researched materials among a much larger
family of layered materials that can be isolated into 2D sheets, such as hexagonal boron nitride
(h-BN) [2-4], transition metal dichalcogenides (TMDs) [5-8], blue or black phosphorus [9,10],
and 2D Janus materials [11].

These 2D materials have drawn significant attention from the scientific community as progress in
their fabrication through exfoliation or direct growth has advanced. Consequently, they exhibit
multiple distinctive properties, including extremely thin dimensions, adjustable energy gaps, and
exceptional mechanical attributes [12].

Nevertheless, specific imperfections in these substances, like the null energy gaps of graphene
[13] and the readily corroded black phosphorus [14], Poor charge transport in TMDs leads to
extended reaction durations and diminished signal-to-noise proportions [15], have restricted
their possible utilizations.

To address these challenges, diverse approaches have been devised, including molecular
adsorption [16-18], electrostatic field application [19-22], strain manipulation [23,24], doping
[25], the formation of van der Waals heterostructures (vdWHs) [26,27], to modify the physical
characteristics of 2D materials. One of the most effective strategies to address these challenges is
the construction of heterostructures, which not only preserves the outstanding properties of the
individual materials but also introduces new physical phenomena. This approach has proven to
be both highly efficient and experimentally viable [28,29].

2D Stacked material are featured by weak van der Waals (vdW) forces between sheets, which
ease the parameter alignment constraints for epitaxy and allow the production of complex vdW
heterostructures [30]. This also enables new growth platforms that are difficult to achieve with
conventional 3D materials. paving the way for numerous new applications, particularly such as
solar photovoltaics [31,32], photodetection [33], catalytic processes [34], thermoelectric systems
[35], and tunneling-based field-effect transistors [36].

For instance, many 2D van der Waals heterostructures (vdWHs) have attracted considerable
interest due to their outstanding properties. For example, the MoSe,/PtS, 2D vdW
heterostructure has demonstrated exceptional optical and electronic characteristics [37,38].
Similarly, heterostructures such as graphene/phosphorene [39,40], graphene/MoS, [41,42], and
phosphorene/MoS; [42,43] have gained significant attention in both theoretical and experimental
studies. These structures not only retain the intrinsic properties of their individual monolayers
but also offer novel or enhanced optoelectronic functionalities while remaining experimentally
viable.

Recently, Janus materials have attracted considerable interest because of their unique geometry
and properties [44-46]. Theoretical analyses show that monolayer MoSSe is a semiconductor
with a direct band gap of 1.72 eV [45], ideal for optical absorption, and it has been successfully
created by sulfurizing a MoSe, monolayer [44]. This demonstrates its potential in optoelectronic
applications, especially in charge transfer and separation [46].

In a similar manner, Janus group-III monochalcogenide monolayers, represented as M,XY
(M = Ga, In; X/Y =S, Se, Te), display excellent energetic and dynamic stability [47] and also
demonstrate promising optoelectronic characteristics [47,48].

For instance, In,SeTe, In,STe, Ga,SeTe, and Ga,STe have shown potential for photocatalysis [49]
and can be modified by biaxial strain to engineer the optoelectronic properties of the Ga,SSe
Janus monolayer [50]. However, their relatively low photocatalytic efficiency [47] significantly
limits their practical applications. Hence, improving the optoelectronic performance of group-
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III monochalcogenide Janus monolayers is crucial. For example, vdW heterostructures such as
In,SeTe/Ga,STe [51] exhibit strong optical absorption and a direct bandgap, positioning them
as promising candidates for advanced solar cells. Herein, we investigate the architecture and
optoelectronic characteristics of a vertical heterostructure with two stacking models, AA and AB,
between GaSeS and InSeS monolayers, using first-principles simulations. The computed results
indicate that both models exhibit type II band alignment. Our analysis of the optoelectronic
properties of the lateral heterostructure composed of group-III monochalcogenide Janus
monolayers offers valuable insights for the development and implementation of optoelectronic
devices.

2. METHODOLOGY

In this present work, electronic and optical absorption calculations for GaSeS/InSeS van der
Waals heterostructures were conducted through the use of density functional theory (DFT)
within the Quantum ESPRESSO package [52].
The PAW (projector-augmented wave) approach [53] was utilized to include the influence of
exchange-correlation contributions, alongside the PBE (Perdew-Burke-Ernzerhof) functional
based on the generalized gradient approximation (GGA) [54].
The electronic and optical characteristics are carried out with a kinetic energy cutoff of 70 Ry. The
Heyd-Scuseria-Ernzerhof (HSE06) hybrid functional [55] was applied to refine the electronic
band structure calculations. A Gaussian broadening of 0.05 eV are utilized, and the convergence
criterion for the self-consistent process are set at a total energy difference of 5 x 10° eV between
consecutive iterations. A 12 x 12 x 1 k-point grid is generated using the Monkhorst-Pack scheme
to sample the first Brillouin zone [56].
To avoid interference between neighboring layers, a vacuum space of 26 A are introduced over
the axis of z. A 12x 12 x 1 k-point grid is utilized to achieve static self-consistency and perform
Projected density of states (PDOS) calculations along with optical property analysis.
The optical properties, including the real Re (e(w)) and imaginary Im (e(w)) components of
the dielectric function, absorption coefficient a(w), and reflectivity, were calculated using the
random phase approximation (RPA) implemented in the YAMBO code [57].
The absorption coefficient is given by Equation 1 [58]:

1

2+ 2 2
a(a))=20a) T (1)

2

where €;(w) and &;(w) represent the real and imaginary parts of the complex dielectric function,
respectively. XCrySDen [59] software was used to visualize the charge density variation and the
optimized structures.

3. RESULTS AND ANALYSIS

3.1. Properties related to structure and stability

Before assembling the GaSeS/InSeS heterostructure, we initially examine the structural properties
of the individual GaSeS and InSeS monolayers, as summarized in Table 1. Earlier investigations
[47,49] have indicated that both monolayers exhibit exceptional stability, as confirmed by the
absence of imaginary phonon modes. The geometric structure of GaSeS and InSeS monolayers
is derived from their pristine counterparts, GaSe and InSe, which have been both theoretically
studied and experimentally synthesized. These materials have been confirmed as suitable
candidates for device applications due to their high absorption in the UV-visible range, significant
carrier mobility, and wide band gap [47,60-62].
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Top view

o O 0 M K

(@) (b)

Figure 1. (a) Displays the top and side views of the 2D Janus material and (b) illustrates the Brillouin zone graph
of the hexagonal structure.

Both monolayers crystallize in a hexagonal lattice with the symmetry group P3M1, and their
respective Brillouin zones include high-symmetry points labeled as (I-M-K-I') (see Figurel).
The optimized structural parameters, illustrated in Figure 2 (a) and (b), reveal that the equilibrium
lattice constants are 3.71 A for GaSeS and 3.89 A for InSeS (see Table 1).

Furthermore, the band gap energies, calculated using both PBE and HSE approximations,
are found to be 2.03 eV (3.07 eV) for GaSeS and 1.548 eV (2.40 eV) for InSeS, respectively, as
presented in Table 1. These findings align closely with previously documented results [47,48].
Based on these results, InSeS can be considered a promising donor material for solar cell
applications. The optimal band gap energy for solar cells is approximately 1.5 eV, as it falls within
the primary energy range of the solar radiation. [63]

Next, we optimized the geometric structure and optoelectronic properties of the GaSeS/InSeS
heterostructure, as depicted in Figure 2 (c) and (d).

Two distinct stacking configurations, AA and AB, are illustrated in these figures, showing both
top and side views. The heterostructure was constructed by combining the unit cells of GaSeS
and InSeS monolayers (MLs), resulting in a supercell comprising eight atoms.

To assess the lattice mismatch within the heterostructure, we employed Equation (2) [64]:

6 = (aInSeS - aGaSeS) / Apises (2)

where ass and acases represent the refined lattice parameters of the InSeS and GaSeS monolayers,
respectively.

Our calculations revealed a lattice mismatch of approximately 4.6%. Experimentally, this value
remains below 5%, indicating favorable conditions for the fabrication of van der Waals (vdW)
heterostructures [65].

As shown in Figure 2(c), the interlayer distance for the AA-stacked configuration is determined
by the S-Se interaction, measuring 2.24 A.

In contrast, for the AB-stacked configuration, the interlayer distance corresponds to the Se-In
interaction, measuring 2.98 A (see Figure2).

The optimized lattice constants were calculated as 3.86 A for the AA configuration and 3.87 A for
the AB configuration. (see Table 1)
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To evaluate the energetic stability of the GaSeS/InSeS heterostructure, we computed the interlayer
binding energy using Equation (3) [66]:

Eb = EGaSeS/InSeS - (EGaSeS + EInSeS) (3)

where Ecusesiimses » Ecases, and  Epses correspond to the total energies of the GaSeS/InSeS
heterostructure, the GaSeS monolayer, and the InSeS monolayer, respectively.

A binding energy of -0.31 eV was obtained for both AA and AB configurations as shown in Table
1, confirming the thermodynamic stability of the heterostructure.

These binding energy values are comparable to previous results for WSSe-WS, (-0.350 eV), WSSe-
WSe, (-0.492 eV) [67], BP/MoS; (-1.23 eV) [68], and Janus group-III chalcogenides (-31.68 eV)
[69]. This highlights their role in enhancing the stability of vertical heterostructures, ensuring
epitaxial quality and improved physical properties.

In © Seo GaO

¢)

Figure 2. Schematic representation of the optimized structure, showing the top and side views of (a) InSeS and
(b) GaSeS monolayers, as well as the GaSeS/InSeS heterostructures in (c) AA-stacking and (d) AB-stacking
configurations.

Table 1. Computed lattice constants (in A), binding energy (eV), electronic bandgap Eg (PBE and HSE (in eV)
and interlayer distance Dinter for heterostructure (in A).
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system a E, E Poe E 58 D .. Ref.
GaSeS 3.71 - 2.03 3.07 - This work
3.73 291 [47]
3.72 2.97 [49]
InSeS 3.89 - 1.54 2.40 - This work
4.01 2.28 [47]
4.00 2.34 [49]
GaSeS/InSeS 3.86 -0.31 1.32 2.09 2.24 This work
AA-stacking
GaSeS/InSeS 3.87 -0.31 1.36 2.12 2.98 This work
AB-stacking
Al,05/Ga,SSe 3.7 -22.8 meV/A2 - 2.34 - (73]
In,SeS/g-CsNy - -2.21 - 2.03 3 [76]

3.2. Electronic properties

The electronic band structure plays a crucial role in defining the characteristics of materials for
photovoltaic solar cell applications. Figures 3 and 4 illustrate the energy bands alongside the
projected density of states (PDOS) for the GaSeS and InSeS monolayers, as well as for the GaSeS/
InSeS van der Waals heterostructure (vdWH) for two AA and AB stacking.

Figure 3 (a, c) presents the band structures of the GaSeS and InSeS monolayers obtained using the
HSE approximation. Table 1 summarizes the calculated energy band gaps for both PBE and HSE
approximations, showing that GaSeS has an indirect band gap of 2.03 eV with the PBE method
and 3.07 eV with the HSE06 approach. Similarly, the InSeS monolayer exhibits an indirect band
gap of 1.54 eV (PBE) and 2.4 eV (HSE06), both positioned between the conduction and valence
bands. In both cases, the indirect band gap is located between the I point in the conduction band
and between the I' and M points in the valence band.

The obtained band gap value for the GaSeS monolayer aligns closely with previous literature,
which reports a value of 2.04 eV [49,69]. However, the calculated band gap for the InSeS
monolayer is higher than that reported in earlier studies [49] However, it remains comparable to
the experimental values for the original InSe and GaSe monolayers [70,71].

The electronic band structure of the GaSeS/InSeS van der Waals heterostructure were analyzed for
two stacking configurations (AA and AB) using the HSE hybrid functional and PBE functional,
as depicted in Figure 4 (a, c). Table 1 presents the calculated energy bandgap values obtained
using both PBE and HSE approximations.

The results indicate that both stacking configurations exhibit an indirect bandgap, with the
conduction band minimum (CBM) located at the I point and the valence band maximum (VBM)
along the I'-M path, without any significant alteration of energy levels. A detailed examination of
Figure 4 (a, ¢) reveals that the band structures of the AA and AB configurations exhibit negligible
differences, with energy bandgaps of 2.09 eV and 2.12 eV, respectively with HSE approch as
similar findings regarding favorable stacking positions have been reported in previous studies on
GaS/GaSe [ 72] and WSSe/WSe, [67] heterostructures. The obtained bandgap values for GaSeS/
InSeS are comparable to those reported in other works, being lower than those of Al,OS/Ga,SSe
(2.34 eV) [73] and GaN/SiS (2.45 eV) [74] but higher than those of BP/Ga,SSe (0.85 V) [75],
In,SeTe/Ga,STe (1.91 eV) [51] and In,SeS/g-CsN4 (2.03 eV) [76].

The bandgaps calculated using the PBE approach are 1.32 eV and 1.36 eV for the AA and AB
configurations, respectively, as shown in Table 1. When compared to the optimal bandgap
range for a single-junction solar cell according to Shockley-Queisser theory (1.1-1.6 eV) [77],
the reduced bandgap suggests improved charge carrier separation and transfer, enhancing the
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material’s potential for photovoltaic applications.

Furthermore, the GaSeS/InSeS heterostructure exhibits a type-II band alignment, with a valence
band offset (VBO) of 0.79 eV and a conduction band offset (CBO) of 0.29 eV between the
GaSeS and InSeS layers. The relatively low CBO indicates a high open-circuit voltage, which is
advantageous for photovoltaic applications, as previously reported for GeAs/GaSe [78]. This band
alignment is further confirmed by the projected density of states (PDOS) analysis, reinforcing the
potential of GaSeS/InSeS as a promising candidate for solar cell applications.

The projected density of states (PDOS) provides insight into the contributions of atomic orbitals
and their relation to the Fermi level. Figures 3 and 4 (b and d) illustrate the PDOS for GaSeS,
InSeS monolayers (MLs), and GaSeS/InSeS van der Waals heterostructures (vdWHs) in AA and
AB stacking configurations, respectively. In the figures, negative values represent the valence
bands, while positive values indicate the conduction bands, with zero corresponding to the Fermi
level [79]. The PDOS, ranging from —5 eV to 5 eV, reveals the movement of electrons from the
valence to the conduction bands, as well as on the hybridization of atomic orbitals in the materials.
The computed PDOS, obtained using the PBE functional, supports the band gap values derived
from previous analyses. For the GaSeS and InSeS MLs, the CBM and VBM are primarily
influenced by p orbitals. Specifically, the contributions to the CBM mainly originate from Ga-p
and In-p orbitals, while the VBM is primarily driven by S-p and Se-p orbitals (see Figure 3 b and
d). As depicted in Figure 4 (b and d), the PDOS profiles for AA and AB stacking exhibit similar
trends, with slight variations in valence state intensity. The valence band is strongly influenced by
the S-p and Se-p orbitals, with values ranging from 2.78 to 2.52 states/eV, while the conduction
band is governed by In-p and Ga-p orbitals at 1.88 and 1.42 states/eV, respectively.

Opverall, the energy band gaps extracted from the PDOS for both stacking configurations are in
good agreement with those obtained from their corresponding band structures.
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Figure 3. (a) and (c) depict the band structure calculated using the HSE functional, while (b) and (d) show the
projected band structure obtained with the PBE functional for GaSeS and InSeS monolayers.
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Figure 4. The band structure calculated using the (HSE &PBE) functional and the projected band structure
obtained with the PBE functional for AA-stacking in (a) and (b), and AB-stacking in (c) and (d).

To analyze the movement of charge between GaSeS and InSeS monolayers in the vdW's stacked
heterostructure, we evaluated the averaged z-direction planar electrostatic potential for both, AA
and AB stacking (see Figure 5). Our observations indicate that, in both configurations, the InSeS-
ML has a stronger energy than the GaSeS-ML, leading to a greater accumulation of electrons
on the GaSeS monolayer. As given in Figure 5, the potential difference over the GaSeS/InSeS
heterostructure is AV = 2.03 eV for the AA stacking and AV = 2.00 eV for the AB stacking
as depicted in Figure 5 (a) and (b), respectively. This potential difference creates a built-in
electric field that encourages the movement of electrons from the GaSeS monolayer to the InSeS
monolayer, as well as the transfer of holes from the InSeS-ML to the GaSeS-ML.

In general, a strong built-in electric field can effectively suppress the recombination of
photogenerated electron-hole pairs [79]. Compared to previous studies, the potential drop
in GaSeS/InSeS is greater than that observed in Al,OS/Ga,SSe [73] and black-P/blue-P [80],
which enhances carrier separation. Furthermore, to enhance our understanding of the electron
movement at the boundary of the GaSeS/InSeS system, we analyzed the variation in charge density
within the van der Waals (vdW) heterostructure. This difference is defined by the equation (4)
[81]:

Ap:p(GaSeS/InSeS)—p(GaSeS)—p(]nSeS) (4)

where p(GaSeS/InSeS), p(GaSeS), and p(InSeS) indicate the charge density of the heterostructure,
the Janus GaSeS, and the InSeS monolayers.

Figure 6 (a) and (b) illustrate the charge density distributions for AA and AB stacking,
respectively. The yellow region corresponds to an area of electron accumulation, while the cyan
region corresponds to an area of electron depletion. At the interface region, charges redistribute:
they accumulate near the GaSeS monolayer and deplete near the InSeS monolayer.
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Figure 6. Visualization of the differential charge density with top and side views for (a) AA-stacking and (b) AB-
stacking of the GaSeS/InSeS heterostructure.

3.3. Optical properties

A photovoltaic material should efficiently absorb sunlight and convert this energy into electron-
hole pairs. Therefore, calculating its optical properties is crucial for assessing its light absorption
efficiency [82].

To achieve this, we perform a detailed examination of the real (¢,) and imaginary (e,) components
of the dielectric response function, e(w), for the GaSeS/InSeS heterostructure in both AA and AB
stacking configurations, as described by Equation 5 [58]:

e(w)=¢,(0)+ie, () (5)
According to Figure 7(a), the imaginary part of the dielectric response function (e,) reaches its
highest peak at 4.14 eV, with a maximum value of 10.57 for the two-stack configuration of the
GaSeS/InSeS heterostructure. Additionally, InSeS exhibits a secondary peak at 4.42 eV with a
magnitude of 6.21, while GaSeS shows a lower-intensity peak at 4.42 eV with a value of 1.64.
As depicted in the inset of Figure 7(b), variations in &;, the real component of the dielectric
response function, are analyzed for GaSeS and InSeS monolayers as well as the GaSeS/InSeS
heterostructure. For both AA and AB stacking configurations of the heterostructure, the static
dielectric constant &,(0) is determined to be 4.5, indicating an enhancement compared to the
individual monolayers. Moreover, distinct peaks appear in the &,(w) spectrum across the visible
and ultraviolet regions of the electromagnetic spectrum, corresponding to various interband
transitions from the valence band maximum (VBM) to the conduction band minimum (CBM).
In addition, Figure 8 (a) illustrates the optical absorption of GaSeS and InSeS monolayers, as well
as the GaSeS/InSeS heterostructure. The figure reveals that the first absorption edge, observed
around 2 eV, closely matches the predicted band gaps of 2.09 eV for the AA stacking and 2.12

Solar Energy and Sustainable Development, Special Issue (STR2E), May 2025.
189



Theoretical Insights into a High-Performance Optical Absorption in GaSeS/InSeS 2D van der Waals Heterostructure for Photovoltaic Applications.

eV for the AB stacking. Notably, there is a strong agreement between the optical absorption
coeflicient and the imaginary component of the dielectric response function within the considered
range. The incorporation of GaSeS and InSeS into the heterostructure significantly alters the
absorption peaks, especially in the regions around 4 and 7 eV. These results clearly show that
GaSeS/InSeS van der Waals heterostructures are more efficient at absorbing UV light compared
to the individual monolayers.

While the maximum absorption peak value in the visible spectrum reaches 2.8 x 10° cm™, the
absorption is primarily influenced by the presence of InSeS rather than GaSeS in the ultraviolet
region, where the absorption peak reaches a maximum value of 11.6 x 10° cm™. These findings
are consistent with those reported in the literature [48, 51, 62, 78]. The optical absorption of
the vdW heterostructure remains relatively stable across different layer configurations, with only
minor fluctuations [83].
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Figure 7. Imaginary e (w) and the real £:(w) components of the dielectric response function for AA-stacking and
AB-stacking and Mls.

Moreover, the reflectivity coefficient R(A) for the GaSeS/InSeS heterostructure is twice that of the
individual monolayers (see Figure 8(b)), indicating that the GaSeS/InSeS vdW heterostructures
hold significant potential for efficient solar cells and ultra-thin optoelectronic systems.
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Figure 8. The optical absorption and reflectivity factors for both AA and AB stacking configurations, along with
the monolayer structures (MLs).

4. CONCLUSION

This study provides a comprehensive evaluation of the structural, optical, and electronic
properties of the GaSeS/InSeS heterostructure, examining two stacking configurations through
first-principles calculations. The results show that both stacking configurations are indirect
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semiconductor band gaps, with values of 2.09 eV for AA and 2.12 eV for AB, using the HSE
approximation. The heterostructure exhibits a Type-II band alignment, suggesting significant
spatial separation of photogenerated carriers, which indicates its potential for use in photovoltaic
device fabrication. Furthermore, substantial built-in electric fields were observed at the GaSeS/
InSeS interfaces, which are expected to enhance the lifetime of photo-generated carriers. Notably,
the GaSeS/InSeS heterostructure demonstrates exceptionally strong optical absorption in the
visible and ultraviolet spectra, reaching up to 10° cm™. These results highlight the GaSeS/InSeS
heterostructure as a promising candidate for solar cell applications. Our findings also offer
valuable insights for guiding future experimental investigations.
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